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Abstract. The problem of quantitative dependency model building on prece-

dents for data-driven medicine is considered. A tree-cluster-regression approx-

imation method is proposed. It makes possible to ensure acceptable model accu-

racy, high levels of interpretability and generalization of data, and to reduce the 

complexity of the model. The software that implements the proposed methods 

is developed. The developed software is studied at solving the problem of chil-

dren health indicator modelling. 
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1 Introduction 

The data-driven diagnosis in medicine means decision making based on observations 

of a set of descriptive diagnostic features characterizing the patient's condition. 

In contrast to the traditional expert approach involving human expert, data-driven 

diagnostics do not require the direct involvement of a person in the decision-making 

process (this is provided by the model), and also does not require expert knowledge in 

the form of regularities and rules for building the model (this is ensured by automatic 

extraction of knowledge from observations in the model learning process). 

This allows using the data-driven diagnosis for a quick decision-making under time 

constraints (screening diagnostics), as well as automating decision-making and con-

trol of decisions made in the context of a lack of expert knowledge or experts. 

A special class of models for making diagnostic decisions is constituted by quanti-

tative models for estimating or predicting the values of the output real variable. 

The known methods for model constructing of quantitative dependencies on obser-

vations such as regression analysis [1, 2], neural networks [3, 4] and the Group Meth-

od of Data Handling [5, 6] strive to build a single model in the entire feature space by 

solving an optimization problem that requires a lot of time and leads to a complex 

model, and also requires a large amount of observations, which is not always possible 

in practice. 



Other well-known methods, such as regression trees [7, 8, 9] and neuro-fuzzy net-

works [10–13] build a combination of primitive partial models for local areas in the 

feature space, which allows to simplify the obtained model, but significantly reduces 

it accuracy, however, at the same time, it allows to synthesize models based on a 

smaller set of observations. 

A compromise between the above groups of methods is the cluster-regression ap-

proximation method [14], which allows to obtain sufficiently accurate, as well as 

simple and interpretable models, minimizing the number of used features. 

At the same time, the cluster-regression approximation method [14] is strongly de-

pendent on the cluster analysis procedure, which, as a rule, is time-consuming and 

requires the setting of cluster separation principles. 

The aim of the paper is to simplify the cluster regression approximation models by 

indirectly implementing the cluster analysis in the process of model building. 

2 Formal problem statement 

Let we have a training set of S precedents (observations, instances, cases) <x, y>, 

where x = {xs}, y={ys}, s = 1, 2, ..., S, xs is an s-th instance of the sample, ys is an out-

put feature value associated with the s-th instance, xs = {xs
j}, j = 1, 2, ..., N, xs

j is a 

value of the j-th input feature of the s-th instance, N is a number of input features. 

Then the model constructing task for the dependence y=f(w, x) is to find such a 

model structure f and such values of model parameters w for which the model quality 

criterion F is satisfied. As a rule, for the problems of approximation the model quality 

criterion is determined as a function of the model error (1): 
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3 Literature review 

The regression analysis methods [1, 2] allow for a given sample of observations to 

obtain polynomial models, which coefficients are determined in the general case by 

solving the optimization problem of minimizing the error criterion in the space of 

model coefficients. The advantage of these methods is their universality. The disad-

vantages of these methods are the non-interpretativity of the models obtained with a 

large number of features, as well as the problem of choosing the optimal structure and 

complexity of the model. 

The methods for constructing the predictive models based on neural networks [3, 

4], as a rule, also, as in the case of regression analysis, for model building (training) 

require solving of the optimization problem to minimize the error criterion in the 

model weights space. However, the model has, as a rule, a specific structure, which 

can be considered as a hierarchical combination of nonlinear functions and linear 

polynomials. The method's advantage is its universality. The disadvantages of the 



method are non-interpretativity and high complexity of obtained models, the problem 

of choosing the optimal structure of the model and the parameters of its elements, as 

well as high interactivity and time-consumity of the method. 

The Group Method of Data Handling proposed by A.G. Ivakhnenko [5, 6] assumes 

enumeration of dependency models based on support functions the polynomials of 

various degrees, combining different combinations of input variables. For each model, 

the coefficients are determined by the method of regression analysis [1, 2]. Among all 

the models the several best are selected. The best selected models are used at the next 

iteration of the method as arguments for the formation of more complex models. The 

model quality is determined by the error or the determination coefficient, or by the 

coefficient of pair correlation between output and input features. If an acceptable 

model is found, the method terminates. A peculiarity of the method is the convertibil-

ity of the obtained models into polynomial neural networks (a kind of deep neural 

networks). The advantages of the method are its universality, suitability for small-size 

samples, the ability to solve the problem of informative features selection in the pro-

cess of model building, the structuredness and hierarchy of the resulting models and, 

as a result, their interpretability. The disadvantages of the method are a significant 

increase in the complexity of the obtained models with an increase in the volume of 

training data and requirements for the accuracy of the model, as well as an increase in 

the number of used input features, high interactivity and considerable time-consumity 

of the method. 

A common feature of all the methods listed above is that they strive to build a sin-

gle polynomial model throughout the entire space of the original features, the coeffi-

cients of which are selected by solving an optimization problem. This approach turns 

out to be very costly with a large number of features and instances, and is also fraught 

with the problem of choosing the starting point of the search, setting the optimal 

structure and parameters of the network. 

The methods of regression tree constructing [7–9] hierarchically divide the initial 

space into regions (clusters), in which they evaluate the output average value for the 

instances hit in the cluster. This value is assigned to the output feature of all instances 

hitting in this cluster. The advantage of this group of methods is the simplicity and 

interpretability of the resulting models, as well as the possibility of passing the cluster 

analysis tasks and selecting informative features. The disadvantages of the methods of 

this group are the low accuracy of the obtained models, as well as the ambiguity in the 

hierarchical combination of checks for assigning an instance to a cluster. 

The predictive model constructing methods based on neuro-fuzzy networks [10–

13] represent a model of the dependence as a combination of linear regression models 

of dependencies of an output feature from input features for individual regions in the 

feature space (clusters) defined by rules, specified by experts or derived from a cluster 

analysis. The advantage of the resulting models is their interpretability. The disad-

vantages of these methods are that the resulting models are not accurate enough, when 

there are a large number of initial features then model is an extremely complex, and 

the time to build a model also significantly increases. In addition, the disadvantages 

include the dependability of this group of methods on the availability of expert 

knowledge or the need for a preliminary cluster analysis. 



A common peculiarity of the decision trees and neuro-fuzzy networks in numerical 

model construction is that they instead of constructing a single model for entire fea-

ture space build a set of hierarchically derived linear models as a result of cluster 

analysis. The advantage of the obtained models is their interpretability. The disad-

vantage of the obtained models is their low accuracy. 

The cluster-regression approximation method proposed in [14] combines the ad-

vantages and eliminates the disadvantages of the above described groups of methods. 

The clusters are allocated in the original feature space. Then for each cluster the 

method builds partial model. At the same time, in each cluster a set of models is built 

that use a smaller in size set of the most informative features to build a partial model, 

while the partial models are built as linear or neural network based. This method also 

has a neural network and neuro-fuzzy interpretation [14]. 

The advantage of the cluster-regression approximation method is that it is allow to 

obtain more accurate models than neuro-fuzzy networks and decision trees, but, un-

like neural networks, it builds separate models for each cluster, trying to minimize the 

number of features for each partial model, which makes possible to obtain simpler 

and more interpretable models. The disadvantage of the cluster-regression approxima-

tion method [14] is that it requires to use a cluster analysis [15, 16], during which it 

uses the whole set of initial features. 

Therefore, an urgent task is to improve the method of cluster-regression approxi-

mation by indirectly implementing cluster analysis in the process of model building. 

4 The modified method of a cluster-regression approximation 

Consider the basic method of cluster regression approximation [14]. It splits the sam-

ple in a feature space into compact groups of instances called clusters. For instances 

of each cluster, it builds partial regression models, seeking to minimize the complexi-

ty of each model and the number of used features. However, the resulting model may 

still be redundant. Therefore, it is proposed to simplify the model after building by 

contrasting the model weights. Formally, this method can be written as follows. 

1. The cluster allocation stage. On the basis of instances of a given training sample 

<x, y> using a given cluster analysis method [16, 17], allocate Q clusters in the feature 

space by determining the coordinates of their centers {Cq}, Cq = {Cq
j}, where Cq

j is a 

coordinate of a q-th cluster center on j-th feature, q = 1, 2, ..., Q, j = 1, 2, ..., N. 

2. The stage of a training set cluster analysis. Determine the belonging of each s-th 

instance xs of the sample <x, y> to the clusters, s = 1, 2, ..., S: 

– find the distances ),( qs CxR  from the instance xs to the center of each cluster qC , 

q = 1, 2, ..., Q, in the metric of the corresponding cluster analysis method; 

– assign the instance xs to the qs cluster, the distance from the instance to which 

center is the smallest, where qs is obtained form (2): 
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3. The stage of partial model building for clusters. For instances of each q-th clus-

ter, q = 1, 2, ..., Q: 

– if only one instance hit into q-th cluster, then accept it as a singleton, specifying 

the partial model-function of the q-th cluster as a constant: fq = {xs | qqs s  :! }; 

– if more than one instance hit into q-th cluster, then evaluate the individual in-

formativity of each j-th feature relatively to the output feature y for instances of the q-

th cluster ),( yxI j
q  [17, 18], build for the instances of q-th cluster the one-

dimensional linear regression model of the output feature y dependence on the indi-

vidually most informative input feature fq = wq
1xs

j+wq
0, where wq

j is a q-th cluster 

model weight coefficient for j-th feature obtained using the least squares method [1, 

2], estimate the error of the resulting partial q-th model Eq using (1), if the error Eq is 

acceptable (for example, if Eq(Sq/S) ε , where ε  is the user-specified maximal al-

lowable error value for the entire sample), then proceed the next cluster, otherwise: 

build for the 

q-th cluster instances a multidimensional linear regression model of the output feature 

dependence on the entire set of input features in the form (3) [1, 2]: 
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estimate the error of the obtained q-th partial model Eq, if the error Eq is acceptable 

(for example, if Eq(Sq/S) ε ), then proceed the next cluster, otherwise: build a multi-

dimensional non-linear model of the dependence of the output feature from the entire 

set of input features for instances of q-th cluster based on a single-layer perceptron 

working according to (4) [19]: 
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where 
q is a nonlinear activation function, for example, sigmoid (in this case may 

be we will need to normalize the output parameter, mapping its values to the interval 

of 
q  function values), using the Widrow-Hoff method [19] for training, estimate the 

error of the resulting partial q-th model Eq, if the error Eq is acceptable (for example, 

if Eq(Sq/S) ε ), then proceed the next cluster, otherwise: build for the q-th cluster 

instances a partial multidimensional nonlinear model of the output feature y depend-

ence on the entire set of input features based on two-layer perceptron (5) [3, 4]: 
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where ),(, iq   is the activation function of i-th neuron of  -th layer of the neural 

network of q-th model, 
),(, iq

jw


 is the weight coefficient of j-th input of i-th neuron of 

the  -th layer of the neural network of q-th model, 1,qN  is the number of neurons in 

the first layer of neural network of q-th model. The model is trained on the basis of 

the Levenberg-Marquardt method [20] using the error back-propagation technique 

[21]. Estimate the error obtained by the partial q-th model Eq. If the error Eq is ac-

ceptable (for example, if Eq(Sq/S) ε ), then proceed to the next cluster, otherwise, 

either continue by analogy to increase the number of layers in the partial model, or 

accept as a partial model of the q-th cluster the most accurate of the constructed par-

tial models. 

4. The model simplification stage. For all clusters for which multidimensional re-

gression models are constructed, sequentially iterate over combinations of features, 

removing k of the least individually informative features (k = 1, 2, ..., N–1), setting 

their weights in the partial model of the q-th cluster equal zero, as long as the error of 

the corresponding partial model remains acceptable. For all clusters for which multi-

dimensional neural network models are constructed, perform contrasting of weights 

[22], as long as the errors of partial neural network models are acceptable. If some of 

the original features are excluded from all partial models, then remove them from the 

sample. 

5. The model synthesis stage. Based on the obtained set of cluster centers and con-

structed partial models, synthesize a cluster-regression, neural network or neuro-fuzzy 

model [14], or a regression tree of a special type as described below.  

5 The method of regression tree synthesis based on a cluster-

regression approximation 

The method of regression tree synthesis based on the built cluster-regression approx-

imation assumes that each leaf of the tree (the node that has no descendants) is con-

sidered a cluster. At the same time, in contrast to the known methods of regression 

tree building, where the each leaf contains only the average value of the output feature 

for the instances that hit into this leaf (cluster), the proposed method in each leaf con-

tains the function of the partial model. The proposed method consists of the following 

steps. 

1. The pseudo-sampling stage. Firstly form pseudo-instances based on the centers 

of selected clusters {Сq}, taking the coordinates of the cluster centers Сq={Сq
j} as the 

coordinates of the input features of pseudo-instances, and as the output taking the 

average output of the partial model of the corresponding cluster (6): 
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where Sq is a number of instances hit into q-th cluster. 



2. Stage of the decision tree building. For the sample of pseudo-instances <C, y >, 

C = {Сq}, }{ qyy  , construct regression trees based on the known methods of re-

gression tree constructing [7-9]. Then select best model from them in the sense of 

accuracy. This will be the tree providing the smallest error. 

3. Stage of partial model construction. Regarding the best constructed tree, recog-

nize instances of the training set, determining their hit in the leafy nodes of the tree. 

For the instances of each corresponding q-th cluster leaf obtain the partial model fq 

performing the third stage of the cluster-regression approximation method described 

above. 

4. The stage of the regression tree reduction. Looking through the resulting tree 

from the bottom to up (from the leafs to the root): 

– if the current q-th node is a leaf, then skip it by going to the next node; 

– if the current q-th node is not a leaf and one of its descendants is also not a leaf, 

then skip it by going to the next node; 

– if the current q-th node is not a leaf, and all its descendants are leafs, then for in-

stances of nodes-descendants of this node build a partial regression model fq regarding 

the third stage of the above-described method of cluster-regression approximation and 

evaluate model error Eq for instances of these nodes. If the model fq provides an ac-

ceptable error (Eq(Sq/S) ε ), then add it to the current q-th node, and remove all 

children of the q-th node and then use the q-th node as a leaf. 

The constructed tree can be used as an independent model, as well as for construct-

ing the neural network model based on a cluster-regression approximation. 

6 The method of neural network model constructing based on a 

regression tree 

The method of a neural network model building based on a regression tree can be 

presented as follows. 

1. The sample clustering stage. Recognize the given training sample <x, y> using 

the constructed regression tree and determine belonging qs of each instance xs, s = 1, 

2, .., S, to leaf nodes (clusters) of the tree. 

2. The cluster centers determining stage. For instances of each q-th cluster (leaf of 

the tree) find the coordinates of its center Cq ={Cq
j} using (7): 
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where Sq is a number of instances hit to the q-th cluster (tree leaf). 

3. The model construction stage. On the basis of the found coordinates of the clus-

ter centers {Cq} and the partial models of the nodes-clusters {fq}, construct a cluster-

regression model in the form of a neural or neuro-fuzzy network [14]. 



The proposed set of methods makes possible to synthesize a cluster-regression 

model on the basis of a given sample, on the basis of which a regression tree can be 

constructed, which can also be transformed into a neural network model. 

7 Model selection and comparison criteria 

The choice of a model for a specific task is determined by the presence of properties 

important to the user. To compare the models, we need to consider their most im-

portant properties and to define the indicators that quantitatively characterize them. 

The key indicator of model properties is its error E. Also, the model is character-

ized by the number of adjustable parameters Nw, and by the number of used features 

N'. 

The model quality information criteria known from the literature [23–25] such as 

the Hannan-Quinn Criterion, Bayesian Information Criterion, Minimum Description 

Length, Shortest Data Description, Akaike's Information Criterion (AIC), Corrected 

AIC, Unbiased AIC, Consistent AIC, and Mallow Criterion depend on the model 

error, the training sample dimensionality (the number of instances and the number of 

features), the number of the model adjustable parameters and the maximum permissi-

ble number of model parameters [26, 27]. 

Since the models comparing, as a rule, is assumed that training samples are identi-

cal, it is reasonable to exclude the sample size from the comparison criteria. Since 

regression trees and neural networks are graphs, when determining the number of 

configurable parameters of such models, it seems appropriate to take into account the 

fact that link is considered to be absent if its weight is zero. Thus, it is needed to ex-

clude weights equal to zero from the number of configured model parameters.  

At the same time, various synthesized models can use not all of the features pre-

sented in the sample. Therefore, the number of features used in the model should be 

considered as an important peculiarity when comparing them.  

Based on these considerations, we define the integral information criterion (8): 

 
 

max/

max

0 e
'

1
EE

w

ww
IC

N

NN

N

N
I










 
 , (8) 

where N>0, NN ' , max

wN  > 0, 
wwww NNNN  0

max , , Nw=0 is a number of adjust-

able model parameters equal to zero, max

wN  is a maximum possible number of adjust-

able model parameters in the set of compared models, 
maxE is a maximal model error 

in the set of compared models (
maxE >0) , E  is an average model error per instance 

( 0E ) calculated by the formula (9): 
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The IIC criterion will take values in the range from zero to one. The smaller will be 

its value, the worse will be the model, and the more will be it value, the better will be 

the model. 

8 Experiments and results 

The proposed methods and indicators characterizing their quality were implemented 

as software and experimentally investigated in solving the problem of modeling the 

indicator of children's health. 

In the unfavorable environmental situation in large industrial centers, it is relevant 

to study the effect of environmental pollution on the health of the population and, 

above all, children, since they are more susceptible to the adverse effects of environ-

mental factors compared with adults. Since Zaporizhzhia is one of the most anthropo-

genically polluted large industrial cities of Ukraine, it is possible on its example to 

study the influence of various factors on the state of children's health. 

The initial sample was collected as a set of instances each of which was a set of 

values of diagnostic features characterized environmental, medical-genetic, and social 

factors for the corresponding child [28]. The list of input features (commonly related 

for ecological and social conditions) is shown in the Table 1. The fragment of collect-

ed data sample is presented in the Table 2. 

The index of regulatory mechanisms characterizing the degree of centralization of 

heart rhythm control was used as an indicator of children's health (model output y). It 

was computed based on features characterizing medical state of patients (electrocar-

diographic data) using the formula (10): 

 , 
2 MoVAR

AMo
y


  (10) 

where AMo (%) is a mode of amplitude – the proportion of R-R intervals that corre-

sponds to the mode value (it reflects the stabilizing effect of the centralization of car-

diac rhythm control, which is mainly due to the influence of the sympathetic part of 

the vegetative nervous system), Mo (ms) is a mode that characterizes the values of the 

duration of R-R intervals that are most typical and correspond to the most probable 

the level of functioning of the sinusoidal node of the blood circulation system at the 

moment (the physiological value of the index is to determine the activity of the hu-

moral channel of regulation of the cardiac rhythm), VAR (ms) is a variation scale that 

characterizes the difference between the largest and the smallest duration of R-R in-

tervals (it reflects the overall effect of regulating the rhythm of the vegetative nervous 

system and indicates the maximum amplitude of fluctuations of R-R intervals and 

also is substantially related with the state of the parasympathetic part of the vegetative 

nervous system, although under certain conditions, with a significant amplitude of 

slow waves, more depends on the state of subcortical nerve centers than on the tone of 

the parasympathetic vegetative nervous system). 



Table 1. The input features for a children health indicator modeling 

Feature Description of a children feature 

x1 a city area code (on pollution increasing) 

x2 a child age (years) 

x3 a child gender (1 - male, 2 - female) 

x4 a child height (cm) 

x5 did the child attend preschool? (1 - yes, 2 - no) 

x6 an age at what the child attend preschool 

x7 an average duration of school lessons  

x8 a average duration of homework preparation 

x9 a time that child spend daily on the street  

x10 a time that child watch TV daily  

x11 a duration of a child’s nightly sleep 

x12 how many times a child eat meat products per day  

x13 how many times a child eat fish products per day 

x14 how many times a child eat dairy products per day 

x15 how many times a child eat vegetables and fruits per day 

x16 does the child play sports (1 - yes, 2 - no) 

x17 a mother's age at child birth (years) 

x18 a mother's education at the time of child birth  

x19 professional hazards of mother's work before the child was born (1 - yes, 2 - no) 

x20 a family type (1 - full, 2 - incomplete) 

x21 a number of family members (1 - 2, 2 - 3, 3 - 4, 4 - 5, 5 - 6 and more) 

x22 a number of children in a family  

x23 a pregnancy course (1 - without complications, 2 - with complications) 

x24 did the mother breastfeed (1 - no, 2 - up to 4 months, 3 - more than 4 months) 

x25 does the mother suffer from chronic diseases (1 - yes, 2 - no) 

x26 professional hazards of father's work before the child was born (1 - yes, 2 - no) 

x27 whether the father suffers from chronic diseases (1 - yes, 2 - no) 

x28 whether the mother smoked during the period of pregnancy (1 - yes, 2 - no) 

x29 a frequency of alcohol consumption by the father 

x30 a frequency of alcohol consumption by the mother 

x31 whether the father smokes (1 - yes, 2 - no) 

x32 whether the mother smokes (1 - yes, 2 - no) 

x33 a type of housing  

x34 a number of people living in a dwelling 

x35 an average income per 1 family member per month 

 

Since in this case it is important not only to build a model of quantitative depend-

ence, but also to ensure its subsequent use for analyzing the dependency and the sig-

nificance of each feature, the most rational approach is to use the cluster-regression 

approximation method, which allows to synthesize logically transparent structured 

neural models. 

On the basis of the training sample [28] the children's health indicator dependency 

models were constructed using various methods. The results of the experiments are 

presented in the Table 3. 

The results of the conducted experiments have confirmed the operability and prac-

tical applicability of the developed methods and the software. 



Table 2. The fragment of a training sample for a children health indicator modeling 

Feature  Instance (s) 

1 2 … 310 311 … 953 954 

x1 1 1 … 2 2 … 3 3 

x2 7 7 … 7 7 … 10 10 

x3 1 1 … 1 1 … 2 2 

x4 7 3 … 8 7 … 10 10 

x5 1 1 … 1 1 … 1 1 

x6 3 2 … 4 3 … 3 3 

x7 5 3 … 2 2 … 4 3 

x8 4 1 … 3 3 … 4 2 

x9 2 1 … 2 1 … 0 1 

x10 2 3 … 2 3 … 2 3 

x11 3 3 … 3 3 … 2 3 

x12 2 3 … 1 2 … 1 3 

x13 3 3 … 3 3 … 2 3 

x14 1 2 … 1 2 … 2 4 

x15 2 2 … 1 2 … 1 2 

x16 1 1 … 2 2 … 1 1 

x17 27 27 … 17 18 … 18 28 

x18 3 3 … 4 3 … 2 1 

x19 2 2 … 2 2 … 2 2 

x20 1 2 … 1 2 … 1 2 

x21 3 1 … 4 1 … 3 3 

x22 2 1 … 3 1 … 1 2 

x23 2 2 … 1 1 … 2 1 

x24 2 2 … 2 2 … 1 2 

x25 1 1 … 2 2 … 2 2 

x26 1 2 … 2 2 … 2 2 

x27 2 1 … 1 2 … 2 2 

x28 2 2 … 2 2 … 2 2 

x29 2 3 … 2 1 … 1 3 

x30 1 2 … 2 1 … 3 2 

x31 3 4 … 1 3 … 1 4 

x32 2 1 … 2 1 … 1 2 

x33 2 2 … 2 3 … 2 2 

x34 5 3 … 5 3 … 4 4 

x35 120 120 … 300 200 … 50 100 

y 1073 430 … 178 83 … 331 106 

 

The results of the experiments presented in the Table 3 show that the proposed 

cluster regression approximation method allows to obtain models that are comparable 

in accuracy with models constructed by other methods. Also, the proposed indicator 

allows to compare regression, neural network and cluster regression models, as well 

as models based on regression trees. 

The highest level of error has linear regression and two-layer feed-forward neural 

network with a small number of nodes. This can be explained by that such models 

have lack of adjusted parameters to extract knowledge from the given data sample. 



Table 3. Results of experiments 

Model type and training method 'N  wN  
0wN  E  ICI  

Multidimensional linear regression 

(first order polynomial), Levenberg-

Marquardt method [20] 

35 36 0 0.0634 0.360233 

Multidimensional linear regression 

(second order polynomial), Levenberg-

Marquardt method [20] 

35 1296 9 0.0391 0.138667 

Regression tree, Breiman method [8] 34 1732 0 0.0358 0.016244 

Single-layer perceptron, Widrow-Hoff 

method [9] 
35 36 0 0.0630 0.362513 

Two-layer feed-forward neural network 

with 10 neurons in a hidden layer, 

Levenberg-Marquardt method [20] 

35 371 0 0.0634 0.289078 

Two-layer feed-forward neural network 

with 20 neurons in a hidden layer,  

Levenberg-Marquardt method [20] 

35 741 1 0.0122 0.47249 

Two-layer feed-forward neural network 

with 30 neurons in a in hidden layer, 

method [20] 

35 1111 3 0.0094 0.310632 

Cluster-regression model [14] 33 825 58 0.0131 0.473733 

Regression tree based on a cluster-

regression (proposed in the paper) 
33 825 116 0.0129 0.500991 

 

The lowest level of error has feed-forward neural networks with 20 and 30 neurons 

in a hidden layer. This can be explained by that such models have enough number of 

adjusted parameters to extract knowledge from the given data sample. 

The lowest level of information criterion has a regression tree constructed by the 

Breiman's method [8]. This can be explained by that a classic regression tree is a very 

rough method, which replaces regression with classification. 

The highest level of information criterion has a regression tree based on a cluster-

regression approximation. This can be explained by that final model contains a set of 

partial regression models for clusters, so it is more accurate in comparison with clas-

sical Breiman regression trees and has abilities similar to neural network models. But 

in comparison with feed-forward networks the proposed cluster-regression approxi-

mation model is slightly less accurate. This may be explained by that the proposed 

method seeks to reduce the number of features and simplify partial models, as well as 

to make their weights more contrast. This inevitably leads to the loss of information. 

However, a slight loss of accuracy leads to a simpler and more convenient model for 

subsequent analysis. 

In contrast to the traditional methods of regression model constructing [1, 2], 

which build a model based on a function of a single form for the entire feature space, 

the proposed method forms a hierarchical combination of partial models. 



In contrast to the known methods of regression tree constructing [7, 8], the leaf 

nodes of which contain average values of the output feature for clusters, the proposed 

method forms a tree consisting of partial models for clusters, which allows to provide 

the greater accuracy of the model. 

In contrast to traditional methods of neural network model building based on feed-

forward layered networks [3, 4], which build a single model for the entire feature 

space, the proposed method forms a hierarchical combination of partial models. 

This allows to recommend the proposed methods and the software implementing 

them for use in practice for solving the model building problems of quantitative de-

pendencies on precedents. 

The quality indicators of models presented in this paper do not take into account the 

properties of training samples [26-27, 29-31]. Therefore, in further studies, it seems 

appropriate to study the effect of sample properties on model quality indicators, as well 

as to develop model quality indicators, universal for a wide class of computational intel-

ligence models, taking into account the properties of training samples. Also in the pro-

cess of constructing a cluster regression approximation, it seems appropriate in further 

studies to study the choice of the number of clusters and the cluster analysis method 

taking into account the quality indicators of training samples. 

9 Conclusion 

The problem of quantitative dependence model building based on precedents is 

addressed in the paper. 

A tree-cluster-regression approximation method is proposed. It for a given training 

sample builds a tree for hierarchical clustering of instances, the leaf nodes of which 

correspond to clusters, for each cluster the method builds a partial model of depend-

ency on learning sample instances, that fell into the cluster, trying to provide the 

smallest complexity of the model and uses a set of the most informative features of 

the smallest length. This allows to ensure acceptable accuracy of the model, high 

levels of interpretability and data generalization, to reduce the complexity of the mod-

el, and to simplify its implementation. 

The indicator allowing to quantitatively characterize the quality for models of dif-

ferent types (neural and neuro-fuzzy networks, regression models, regression trees 

and cluster-regression models) has been proposed The proposed indicator allows to 

compare different models of dependencies, as well as to form on its basis the criteria 

for the model quality that can be used for training and simplification, as well as for 

the model selection. 

The software implementing the proposed methods has been developed and studied 

at the children health index modeling problem solving. The conducted experiments 

have confirmed the performance of the developed software and allow to recommend 

it for use in practice. 

The prospects for further research are to test the proposed methods on a wider set 

of applied problems, to study the dependence of the speed and accuracy (error) of 

methods work on the sample volume and the feature number in the original sample. 
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