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Abstract. In this paper, we describe the CIC-IPN submissions to the
shared task on Indian Native Language Identification (INLI 2018). We
use the Support Vector Machines algorithm trained on numerous fea-
ture types: word, character, part-of-speech tag, and punctuation mark
n-grams, as well as character n-grams from misspelled words and emotion-
based features. The features are weighted using log-entropy scheme. Our
team achieved 41.8% accuracy on the test set 1 and 34.5% accuracy on
the test set 2, ranking 3rd in the official INLI shared task scoring.
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media · feature engineering · machine learning.

1 Introduction

The task of Native Language Identification (NLI) consists in identifying the na-
tive language of a person based on their text production in the second language.
The underlying hypothesis is that the learner’s native language (L1) influences
their second language (L2) production as a result of the language transfer effect
(native language interference) [14], which is thoroughly studied in the field of
second language acquisition (SLA).

The possible applications of the task include marketing and security, as NLI is
viewed a subtask of author profiling, as well as education, where the pedagogical
material can be targetly tuned to native languages, for example, by taking into
account the most common errors made by learners with a specific background
and adapting the materials to tackle such errors in more detail.

Previous studies on identifying the native language from L2 writing – most
of which approached the task from a machine-learning perspective – explored a
wide range of L1 phenomena that appear in L2 production, i.e., lexical choices
made by learners, grammatical patterns used, the influence of cognates and
general etymology, spelling errors, punctuation, emotions, among others, and
used corresponding features to capture these phenomena. Most of the NLI studies
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focused on English as second language; however, NLI methods have been also
examined on other L2s with promising results [8].

The interest in NLI led to the organization of several NLI competitions, in-
cluding the first edition of the shared task on identifying the Indian languages [6],
which was held in 2017 and attracted a large number of participating teams. The
winning approach consisted in training the Support Vector Machines (SVM) clas-
sifier with SGD (Stochastic Gradient Descent) method on word n-gram and char-
acter n-gram features [5]. Other approaches included using several pre-processing
steps (e.g., removing digits, emoji, stop words), classification algorithms (e.g.,
SVM, Logistic Regression, Naive Bayes), and features (e.g., non-English word
counts, using adjectives and nouns as features, average sentence and word length,
among others) [6].

In this paper, we present the CIC-IPN submissions to the INLI shared task
2018 [7]. We use the SVM algorithm trained on word n-grams, traditional (un-
typed) and typed character n-grams, part-of-speech (POS) tag n-grams, punc-
tuation mark n-grams, character n-grams from misspelled words, and emotion-
based features. In continuation we describe in detail the features used and the
configuration of our runs.

2 Data

The training dataset released by the organizers consists of Facebook comments in
the English language extracted from regional language newspapers. This dataset
was also used in the 2017 edition of the INLI competition [6]. The dataset statis-
tics in terms of the L1s covered, number (No.) of documents per L1, and the
corresponding ratio are provided in Table 1. It can be seen that 1,233 training
documents are nearly-optimally balanced across the represented L1s.

The submitted systems were evaluated on two test sets: the test set 1 (also
used in the INLI 2017; 783 documents) and the test set 2 (the official test set of
the INLI 2018; 1,185 documents).

Table 1. INLI training dataset statistics.

Language
No. of

documents
Ratio

Malayalam (MA) 200 16.22%
Bengali (BE) 202 16.38%
Kannada (KA) 203 16.46%
Tamil (TA) 207 16.79%
Telugu (TE) 210 17.03%
Hindi (HI) 211 17.11%

Total 1,233 100%
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3 Methodology

In this section, we give a description of the features incorporated in our runs
and the configuration of our system: weighting scheme, frequency threshold, and
machine-learning classifier.

3.1 Features

Word n-grams capture lexical choices of the learner in L2 production, and are
considered one of the most indicative unique feature types for the task of NLI [4,
9]. Word n-gram features were also incorporated in the winning approach to the
previous INLI shared task [5]. In runs 1 and 3, we use word unigrams and 2-
grams, when in run 2 we use word 1–3-grams. We lowercase the word-based
features and replace digits by a placeholder (e.g., 12345 → 0).

Untyped character n-grams are considered very indicative features for NLI and
for other related tasks [3, 16]. In NLI, these feature are hypothesized to capture
the phoneme transfer from the learner’s L1 [18], among others L1 peculiarities.
They were also incorporated into the winning approach to the INLI 2017 [5]. We
use character n-grams with n = 2.

Typed character n-grams – character n-grams categorized into ten different cat-
egories – have been successfully applied to NLI [9]. We conducted an ablation
study in order to identify the most indicative typed character n-gram categories.
We found that the middle-punctuation and the whole-word categories did not
contribute to the result, and therefore were discarded. We use typed character
4-grams; 3-grams are used for the suffix category.

POS tag n-grams capture morpho-syntactic aspects of the native language in
NLI. They encode word order and grammatical properties of the native lan-
guage, capturing the use or misuse of grammatical structures. POS tag n-grams
have proved to be useful features for NLI, especially when combined with other
feature types [4, 9]. We use POS tag 3-grams; obtaining the POS tags with the
TreeTagger package [17].

Punctuation mark n-grams The impact of punctuation marks (PMs) on NLI
was evaluated in [11]. The authors report that punctuation usage is a strong
indicator of the author’s L1. We use punctuation mark n-grams (n = 3).

Character n-grams from misspelled words were introduced by Chen et al. [2].
These features have been successfully used to tackle the NLI task in [9]. We
extract 8,937 misspelled words (from the training dataset) using the PyEnchant
package3 and build character 4-grams from them.

3 https://pypi.org/project/pyenchant/
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Emotion polarity features Emotion-based features for NLI were proposed in [12].
We use emotion polarity (emoP) features similar to [12]: replace each word in the
text with the information form the NRC emotion lexicon [13], e.g., excellent→
“0000101001”.

3.2 Weighting scheme and threshold

We use log-entropy (le) weighting scheme that measures the importance of a
feature across the entire corpus. le is considered one of the best weighting schemes
for the NLI task [4, 2, 9]. In our experiments under 10-fold cross-validation, le
outperformed other weighting schemes we examined (tf -idf , tf , and binary).
Accuracy improvement over the second best-performing weighting scheme (tf -
idf) was 3.2%–3.6% depending on the run.

Tuning the size of the feature set (selecting the optimal frequency threshold
values) is an effective strategy for NLP tasks in general [10] and for NLI in
particular [4, 9]. In all our runs, we include only the features that appear in two
documents (min df =2). In run 3, we additionally set frequency threshold value
to 3 (include only the features that appear three times in the entire corpus).

3.3 Classifier

We use the linear SVM algorithm whose effectiveness has been proved by numer-
ous studies on NLI [4, 9]. SVM was also the most popular algorithm in the 2017
edition of the INLI shared task [6]. SVM with OvR (one vs. the rest) multi-class
strategy is used, as implemented in the scikit-learn package [15].

3.4 Evaluation

For the evaluation of our system, we conducted experiments under 10-fold cross-
validation, measuring the results in terms of classification accuracy on the train-
ing corpus.

4 Results and Discussion

Table 2 summarizes the 3 runs submitted to the INLI shared task 2018 in terms of
the features and the thresholds used. It also presents the 10-fold cross-validation
results and the official results on the test sets 1 and 2 (accuracy, %).

As one can see from Table 2, there is a very high accuracy drop on the test
data compared to the 10-fold cross-validation results. The drop is likely caused by
the word and character n-gram features, which are known to capture not only
peculiarities of the L1 but topic-related information as well [1]. The observed
overfitting can be due to the size of the training dataset and/or presence of
topic bias. Additional experiments are required to understand in more detail the
reason for this performance.
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Table 2. Summary of the three runs submitted by the CIC-IPN team and the obtained
results (accuracy, %). Number of features for each run is also provided. 10FCV stands
for 10-fold cross-validation.

Features Run1 Run2 Run3

BoW ! ! !

Word 2-grams ! ! !

Word 3-grams !

Character 2-grams ! ! !

Typed character n-grams (n = 3/4) ! ! !

POS 3-grams ! ! !

Character 4-grams from misspelled words ! ! !

Punctuation mark 3-grams ! ! !

Emotion polarity ! ! !
Min df 2 2 2
Threshold – – 3

Number of features 75,667 92,789 51,886

10FCV accuracy 96.2% 96.0% 95.9%
Test set 1 accuracy 41.8% 41.3% 41.4%
Test set 2 (official) accuracy 34.1% 34.4% 34.5%

Fig. 1. Run 3: 10-fold cross-validation confusion matrix.

Run 3 showed the highest accuracy on the official test set due to a higher
frequency threshold value. The confusion matrix for this run on the training data
is shown in Figure 1; the class-wise accuracy results provided by the organizers
on the test set 1 and 2 are presented in Tables 3 and 4, respectively. The highest
10-fold cross-validation result was achieved for the Hindi language, while on the
both test sets this was the hardest language to identify.
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Table 3. Run 3: class-wise accuracy results on the test set 1.

Class Precision Recall F1

BE 55.0% 50.8% 52.8%
HI 44.2% 15.1% 22.6%
KA 33.8% 62.2% 43.8%
MA 39.3% 62.0% 48.1%
TA 32.7% 49.0% 39.2%
TE 42.1% 49.4% 45.5%

Overall accuracy 41.4%

Table 4. Run 3: class-wise accuracy results on the test set 2.

Class Precision Recall F1

BE 43.7% 28.5% 34.5%
HI 14.8% 13.8% 14.3%
KA 44.0% 44.0% 44.0%
MA 38.6% 36.5% 37.5%
TA 24.4% 50.7% 32.9%
TE 40.1% 30.8% 34.8%

Overall accuracy 34.5%

5 Conclusions

We described the three runs that were submitted by the CIC-IPN team to the
INLI shared task 2018. Our approach uses the SVM algorithm trained on word,
character, POS tag, and punctuation mark n-grams, character n-grams from
misspelled words, and emotion-based features. The features are weighted using
log-entropy weighting scheme. Our team achieved 41.8% accuracy on the test
set 1 (run 1) and 34.5% accuracy on the official test set 2 (run 3), placing our
team 3rd (out of 12 participating teams) in the competition.

In future work, we will evaluate the performance of our system without word
and character n-grams in order to investigate their impact on the accuracy drop
suffered by the system when evaluated on the test sets. We will also focus on
more abstract features that perform well in the situation where topic bias may
occur.
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