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Abstract. Named Entity Recognition (NER) focuses on the classifi-
cation of proper nouns into the generic named entities (NE) such as
person_names, organizations, locations, currency and dates. NER has
several applications like conversation systems, machine translation, auto-
matic summarization and question answering. Relation Extraction (RE)
is an information extraction process used to identify the relationship
between NEs. RE is very important in applications like short answer
grading, conversation systems, question answering and ontology learn-
ing. NER and RE in Indian languages are difficult tasks due to their ag-
glutinative nature and rich morphological structure. Further, developing
language independent framework that supports all Indian Languages is a
challenging task. In this paper, we present a deep learning methodology
for both NER and RE in five Indian languages namely Hindi, Kannada,
Malayalam, Tamil and Telugu. We proposed a common approach that
works for both NER and RE tasks. We have used neural machine trans-
lation architecture to implement our methodology for these tasks. Our
approach was evaluated using the data set given by IECSIL@FIRE2018
shared task. We have evaluated on two sets of data for NER task and
obtained the accuracies as 94.41%, 95.23%, 95.97% and 96.02% for the
four variations on pre-evaluation test set and 95.9%, 95.85% and 95.05%
for the three runs on final-evaluation test set. Also, for RE task, we have
obtained the accuracies as 56.19%, 60.74%, 60.7%, 75.43% and 79.11%
for our five variations on pre-evaluation test set and 79.44%, 76.01% and
61.11% for Run 1, Run 2 and Run 3 respectively on final-evaluation test
set.

Keywords: Named Entity Recognition (NER) · Relation Extraction
· Information Extraction · Text mining · Deep Learning · Indian
Languages.

1 Introduction

Named Entity Recognition (NER) is an Information Extraction (IE) task which
identifies and classifies the proper names in the text into predefined classes such
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as names of persons, organizations, dates, locations, numbers and currency. NER
is very important for many NLP applications such as machine translation, text
summarization, question answering and short answer grading. NER is very pop-
ular since 1970 in English and in other European languages. Several approaches
have been reported for NER in these languages. Deep learning methods have
also been employed for English, European and Chinese languages [5, 9, 7, 19].
However, NER for Indian languages is a very challenging task due to the charac-
teristics namely no closed set vocabulary, no concept of capitalization, polysemy
and ambiguity. Also, due to the complex morphology structure and agglutina-
tive nature, IE in Indian languages is still an open challenge. Several methodolo-
gies including rule based, statistical and machine learning approaches have been
reported for NER in Indian languages. However, the approaches are language
dependent and no Indian language except Bengali reported above 90% F-score
[18]. Moreover, developing language independent framework that supports all
Indian Languages is a challenging task.

Relation Extraction (RE) is a process of extracting the relationships between
NEs. It is also an IE task which extracts and classifies the relationship between
entities. For example, “lives in” is the relationship present between person and
location. RE is so important for applications such as ontology learning, conver-
sational systems, question answering and short answer grading. Several methods
are reported in literature to learn the relations automatically from English doc-
uments [22, 24, 14, 16, 8, 25]. Many of them are domain dependent [8, 25] and
a few are domain independent approaches [22, 14]. They used approaches like
rule-based, supervised and unsupervised to learn taxonomic [15, 23] or semantic
relations [8, 17] between the entities. Only a very few approaches are presented
that learn both taxonomic and semantic relations for any domain [22, 26]. Deep
learning methods are also employed for RE in recent years [10, 13, 4]. However,
RE for Indian languages [20] is still an open challenge. Further, developing lan-
guage independent framework that supports all Indian Languages for extracting
relations is a challenging task.

The shared task IECSIL@FIRE2018 [3] focuses on IE for conversational sys-
tems in Indian languages namely Hindi, Kannada, Malayalam, Tamil and Tel-
ugu. This shared task focuses on two sub-tasks namely NER task and RE tasks.
The goal of IECSIL task is to research and develop techniques to extract infor-
mation using language independent framework. IECSIL@FIRE2018 is a shared
Task on information extractor for conversational systems in Indian languages
collocated with FIRE-2018 (Forum for Information Retrieval Evaluation). This
paper focuses on both sub tasks of IECSIL@FIRE2018 namely NER and RE.
We propose a common approach that identifies and classifies the NEs to one
of the generic classes namely name, occupation, location, things, organization,
datenum, number and other, and also classifies the relations between NEs to
one of the classes namely information_1, information_2, information_3, infor-
mation_4, information_per, information_quant, information_closed, informa-
tion_so, information_neg, information_cc, action_1, action_2, action_3, ac-
tion_per, action_so, action_quant, action_neg, and other.
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2 Proposed Methodology

We have used a deep learning approach based on Sequence to Sequence (Seq2Seq)
model [21, 6]. We have utilized a common approach that addresses both NER
and RE problems. We have adopted the Neural Machine Translation (NMT)
framework [12, 11] based on Seq2Seq model for both NER and RE tasks. Figures
1 and 2 depict the flow of our approach for NER and RE tasks respectively.

Fig. 1. System Architecture for NER.

The steps used in our approach are given below.

– Preprocess the given data
• Convert set of tokens into sentences to obtain the input sentences and
NER / RE label input sequences.

• Split the given training sequences into training and development sets
• Determine vocabulary from both input sentences and NER / RE label
input sequences.

– Build a seq2seq deep neural network with the following layers.
• embedding layer
• encoding layer
• decoding layer
• projection layer
• loss layer

– Predict the NER / RE label output sequences for the test sequences
– Tokenize the NER label output sequences to obtain the NE classes.
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Fig. 2. System Architecture for Relation Extraction.

The steps are detailed below.
The given text consists of tokens of the sentences and their corresponding

NEs for NER task and consists of the input sentences and their corresponding
relation labels for RE task. Sample inputs for both tasks are given in Figures 3
and 4.

Fig. 3. Input Data for NER.

We have prepared the data in such a way that Seq2Seq deep learning algo-
rithm may be applied. The input sentences and NER / RE label input sequences
are constructed separately based on the delimiter “newline”. For example, for the
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Fig. 4. Input Data for RE.

NER task, the above sequence of tokens are converted to input sentences and
NER label input sequences as shown in Figure 5 and Figure 6 respectively.

Fig. 5. Input Sentence for NER.

Fig. 6. NER Label Input Sequence.

Similarly, for RE task, the input data is converted to input sentences and
relation label output, as shown in Figure 7 and Figure 8.

Then the input sentences and NER / RE label input sequences are splitted
into training sets and development sets. The vocabulary for both input sentences
and NER / RE label input sequences are determined. For NER task, the input
sentence with n words w1, w2, ...wn and NER label input sequence with n labels
l1, l2, ...ln are given to the embedding layer. However, for RE task, the input
sentence with n words w1, w2, ...wn and relation label input one label rl are
given to the embedding layer.

To build a deep neural network model, a multi-layer RNN (Recurrent Neural
Network) with LSTM (Long Short Term Memory) as a recurrent unit is used.
This neural network consists of several layers namely, embedding layer, encod-
ing layer, decoding layer, projection layer or softmax layer and loss layer. The
embedding layer learns weight vectors from the input sentence and NER / RE
label input sequence based on their vocabulary. These embeddings are fed into
multi-layer LSTM where encoding and decoding are performed. The word em-
bedding vector xwi for each word wi, where wi constitutes a time step, is the
input to LSTM network. The computation of the hidden layer at time t and the
output can be represented as follows.

it = σ(w(i)
x x+ w

(i)
h ht−1 + b(i)) (1)

ft = σ(w(f)
x x+ w

(f)
h ht−1 + b(f) + 1) (2)
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Fig. 7. Input Sentence for RE.

Fig. 8. Relation Label Input.

ot = σ(w(o)
x x+ w

(o)
h ht−1 + b(o)) (3)

c̃t = tanh(w(c)
x x+ w

(c)
h ht−1 + b(c)) (4)

ct = ft ◦ c̃t−1 + it ◦ c̃t (5)

hb/f = ot ◦ tanh(ct) (6)

where ws are the weight matrices, ht−1 is the hidden layer state at time t−1,
it, ft, ot are the input, forget, output gates respectively at time t, and hb/f is
the hidden state of backward, forward LSTM cells. To have the better efficiency
of LSTM, the bias value in the forget gate is set to a default value 1.

The attention mechanism [1, 11] is used to handle the longer sentences. Soft-
max layer or projection layer is a dense layer to obtain the NER / RE label
output sequence. Loss layer is used to compute the training loss during model
building. Once, the model is built, the NER / RE label output sequences are
obtained by using the model for sequence mapping.

The target sequences we have obtained are the sequences of NER labels with
respect to the given sentence. Thus, the NER label sequences are tokenized
further to obtain the NE classes for each term. However, for RE task, the target
sequence is itself a RE label and thus it not required to do any post process the
output of our deep neural network.

3 Implementation

Our methodology was implemented using TensorFlow for IECSIL Shared Tasks
namely NER and RE. The data set [2] used to evaluate the NER and RE tasks
consists of a training set and two test sets namely pre-evaluation set and final-
evaluation set for five Indian languages namely “Hindi”, “Kannada”, “Malay-
alam”, “Tamil” and “Telugu”. The details about the NER and RE data are
given in Tables 1 and 2.

The input sentences and NER / RE label input sequences are constructed
based on the delimiter “newline”. We have splitted these sequences into train set
and development set to feed into the deep neural network. The details of the
splits are given in Tables 3 and 4 for NER and RE tasks respectively.
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Table 1. Data Set for IECSIL NER Task

Languages No. of Tokens
Training Pre-evaluation Final Evaluation

Test set 1 Test set 2
Hindi 1548570 519115 517876
Kannada 318356 107325 107010
Malayalam 903521 301860 302232
Tamil 1626260 542225 544183
Telugu 840908 280533 279443

Table 2. Data Set for IECSIL RE Task

Languages No. of Instances
Training Pre-evaluation Final Evaluation

Test set Test set
Hindi 56775 18925 18926
Kannada 6637 2213 2213
Malayalam 28287 9429 9429
Tamil 64833 21611 21612
Telugu 37039 12347 12347

Table 3. Number of Sequences for NER Model Building

Languages Training Development
Hindi 57986 18532
Kannada 15500 5036
Malayalam 50000 15188
Tamil 100000 34030
Telugu 46000 17223

Table 4. Number of Sequences for RE Model Building

Languages Training Development
Hindi 40000 16775
Kannada 4500 2137
Malayalam 20000 8287
Tamil 45000 19833
Telugu 27000 10039
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We have used TensorFlow code based on tutorial code released by Neural
Machine Translation 1 [11] that was developed based on Sequence-to-Sequence
(Seq2Seq) models [21, 1, 12] to implement our deep learning approach for NER
and RE tasks. We have implemented several variations of the Seq2Seq model by
varying the directionality, depth and number of training steps with a dropout
of 0.2 and batch size of 128 to show the effectiveness of our proposed model of
8-layer, bi-LSTM with attention.

The implementation details of model building for both NER and RE tasks
are explained below.

3.1 NER Models

We has used 4 variations of model building for NER task. The variations are
given below.

– Model 1: 2 layer, uni-directional LSTM, without attention, 50,000 steps
– Model 2: 4 layer, uni-directional LSTM, with scaled-luong attention, 75,000

steps
– Model 3: 8 layer, bi-directional LSTM, with scaled-luong attention, 75,000

steps
– Model 4: 8 layer, bi-directional LSTM, with scaled-luong attention, 1,00,000

steps

The development bleu scores obtained for these variations are given in Table
5.

Table 5. Development Bleu Scores for NER

Languages Model 1 Model 2 Model 3 Model 4
Hindi 93.5 94.0 94.3 94.6
Kannada 90.8 91.1 91.6 91.9
Malayalam 91.3 91.6 90.8 91.0
Tamil 91.0 91.1 91.2 91.6
Telugu 92.7 92.8 93.7 94.1

It is observed from Table 5 that except for the “Malayalam” language, bi-
directional LSTM with attention having 8 layers depth and more number of
training steps works well for all other languages.

3.2 RE Models

We have implemented a total of five variations for finding the relation labels for
the given sentences to show the effectiveness of our proposed model. The first
1 https://github.com/tensorflow/nmt
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three variations use machine learning approaches and the last two used the deep
learning approach.

The three variations using machine learning approach are given below.
– Model 1: Term frequency vectorizer
– Model 2: TF-IDF vectorizer by ignoring the terms with document frequency

less than 1
– Model 3: TF-IDF vectorizer by ignoring the terms with document frequency

less than 2
For these machine learning approaches, the bag of word features are extracted

from the training instances. We have used Scikit–learn machine learning library
to vectorize the training instances and to implement the classifier for the relation
extraction and classification task.

In the first variation, CountVectorizer of sklearn is used for vectorization.
Term Frequency - Inverse Document Frequency (TF-IDF) is used for vectoriza-
tion with min_df as 1 and 2 in the second and third variations respectively.
min_df is to build the vocabulary by ignoring terms that have a document fre-
quency lower than the given value. TfidfVectorizer of sklearn is used for these
two variations. We have used neural network classifier with Stochastic Gradient
Descent (SGD) optimizer to classify the relation labels.

The two variations using deep learning approach for RE are given below.
– Model 4: 4 layer, uni-directional LSTM, with scaled-luong attention, 50,000

steps
– Model 5: 8 layer, bi-directional LSTM, with scaled-luong attention, 75,000

steps
The development accuracy scores obtained for these two variations are given

in Table 6.

Table 6. Development Accuracy Scores for RE

Languages Model 4 Model 5
Hindi 91.8 91.1
Kannada 34.0 53.3
Malayalam 77.3 81.1
Tamil 81.8 85.0
Telugu 85.9 84.2

It is observed from Table 6 that except for the “Telugu” language, bi-directional
LSTM with attention having 8 layers depth performs well for all other languages
in RE task.

4 Results

We have evaluated our models for the data set provided by IECSIL shared task.
The results obtained for both NER and RE tasks are discussed in this section.
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4.1 NER Results

Table 7 shows the accuracies we have obtained for the pre-evaluation test data
using our models for NER task.

Table 7. Pre-Evaluation Test Data Accuracies for NER

Languages Model 1 Model 2 Model 3 Model 4
Hindi 94.97 95.96 96.20 96.73
Kannada 93.30 94.00 95.49 95.63
Malayalam 95.21 95.66 95.87 95.44
Tamil 93.42 95.26 95.54 95.55
Telugu 95.14 95.28 96.77 96.75
Average 94.41 95.23 95.97 96.02

We have obtained the accuracies as 94.41%, 95.23%, 95.97% and 96.02% for
Model 1, Model 2, Model 3 and Model 4 respectively on the pre-evaluation test
data.

We have submitted three runs based on our three models namely Model 4,
Model 3 and Model 2 as Run 1, Run 2 and Run 3 respectively for the task. Table
8 shows the accuracies we have obtained for the final-evaluation test data using
our three models. We have obtained the accuracies as 95.9%, 95.85% and 95.05%
for Run 1, Run 2 and Run 3 respectively.

Table 8. Final-Evaluation Test Data Accuracies for NER

Languages Run 1 Run 2 Run 3
Hindi 96.68 96.51 95.95
Kannada 95.8 95.76 94.21
Malayalam 95.28 95.28 95.05
Tamil 94.91 94.9 94.66
Telugu 96.81 96.81 95.4
Average 95.9 95.85 95.05

It is observed from Table 8 that bi-directional LSTM with attention having 8
layers depth works well for five Indian languages. However, increase in just step
size does not show significant improvement.

Table 9 shows the F1-scores we have obtained for the final-evaluation test
data using our three runs. This table shows the F1-score for the individual classes
of all five languages. It is observed from the table that we have obtained less F1-
score for “datanum” class and high F1-score for “other” class. This may be due
to low recall value for “datanum” class and low precision value for “other” class.
Also, we have obtained a overall F1-score for all the classes is low for Kannada
language. This is due to the size of the dataset which is lesser for Kannada when
compared with all the other languages.
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Table 9. Final-Evaluation Test Data F1-Scores for NER

Runs Languages datenum event loc. name number occ. org. other things
Hindi 88 93 96 83 93 92 88 98 87
Kannada 20 57 86 70 88 89 72 98 38

Run 1 Malayalam 20 60 86 76 94 86 78 97 77
Tamil 77 89 92 79 96 91 82 97 89
Telugu 64 94 97 85 97 93 78 98 94
Average 53.8 78.6 78.6 78.6 93.6 90.2 79.6 97.6 77
Hindi 86 92 96 82 93 91 87 98 86
Kannada 22 49 86 70 87 88 77 98 40

Run 2 Malayalam 20 60 86 76 94 86 78 97 77
Tamil 79 89 91 79 96 91 82 97 89
Telugu 63 94 97 85 97 93 78 98 93
Average 54 76.8 91.2 78.4 93.4 89.8 80.4 97.6 77
Hindi 89 84 95 80 90 86 84 98 78
Kannada 9 72 79 63 62 76 69 97 43

Run 3 Malayalam 30 71 85 76 92 84 78 97 80
Tamil 78 84 93 78 94 87 78 97 83
Telugu 55 73 96 81 92 85 62 97 66
Average 52.2 76.8 89.6 75.6 86 83.6 74.2 97.2 70

4.2 RE Results

Table 10 shows the accuracies we have obtained for the pre-evaluation test data
using our models.

Table 10. Pre-Evaluation Test Data Accuracies for RE

Languages Model 1 Model 2 Model 3 Model 4 Model 5
Hindi 68.66 70.45 70.28 92.16 93.24
Kannada 36.15 46.26 46.54 43.0 51.20
Malayalam 44.71 52.17 51.98 77.18 81.89
Tamil 65.98 67.41 67.35 80.53 85.91
Telugu 65.43 67.41 67.35 84.29 83.29
Average 56.19 60.74 60.7 75.43 79.11

We have obtained the accuracies for the pre-evaluation test data as 56.19%,
60.74%, 60.7%, 75.43% and 79.11% for Model 1, Model 2, Model 3, Model 4 and
Model 5 respectively.

We have submitted three runs based on our three models namely Model
5, Model 4 and Model 2 as Run 1, Run 2 and Run 3 respectively for the task.
Table 11 shows the accuracies we have obtained for the final-evaluation test data
using our three models. We have obtained the accuracies as 79.44%, 76.01% and
61.11% for Run 1, Run 2 and Run 3 respectively.

Tables 10 and 11 show that bi-directional LSTM with attention having 8
layers depth performs better for all the languages except “Telugu” language.



12 D. Thenmozhi et al.

Table 11. Final-Evaluation Test Data Accuracies for RE

Languages Run 1 Run 2 Run 3
Hindi 92.99 91.71 69.04
Kannada 51.87 45.14 49.43
Malayalam 81.99 75.25 51.8
Tamil 86.26 82.19 67.12
Telugu 84.11 85.78 68.17
Average 79.44 76.01 61.11

Table 12 and Table 13 show the F1-scores we have obtained for the final-
evaluation test data using our three runs for relation extraction task. These
tables show the F1-scores for the individual classes of all five languages in which
“A_” and “I_” indicate “Action_” and “Information_” classes respectively. It
is observed from the tables that we have obtained a overall F1-score for all the
classes is very low for Kannada language when compared with all the other
languages while we applied deep learning techniques. This is due to the size of
the dataset which is lesser for Kannada language. However, Kannada language
gives better F1-score than Hindi and Malayalam languages while we use machine
learning algorithm.

Table 12. Final-Evaluation Test Data F1-Scores-1 for RE

Runs Languages A_1 A_2 A_3 A_neg A_per A_quant A_so I_1 I_2
Hindi 97 93 0 92 NA 90 NA 96 11
Kannada NA 18 8 NA 40 19 NA 72 6

Run 1 Malayalam NA 72 73 NA 67 33 86 90 87
Tamil 67 72 66 84 62 20 NA 93 56
Telugu NA 65 73 NA 0 0 NA 83 98
Hindi 96 87 0 90 NA 85 NA 96 14
Kannada NA 0 0 NA 0 0 NA 62 0

Run 2 Malayalam NA 44 58 NA 54 9 53 87 88
Tamil 55 64 55 58 44 17 NA 92 51
Telugu NA 70 56 NA 0 0 NA 85 98
Hindi 67 0 0 20 NA 6 NA 81 0
Kannada NA 2 46 NA 0 0 NA 68 3

Run 3 Malayalam NA 0 20 NA 7 9 2 68 40
Tamil 2 17 28 55 0 0 NA 80 9
Telugu NA 15 40 NA 0 0 NA 62 94

5 Conclusions

We have presented a deep learning approach for NER and RE in Indian lan-
guages namely “Hindi”, “Kannada”, “Malayalam”, “Tamil” and “Telugu”. We
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Table 13. Final-Evaluation Test Data F1-Scores-2 for RE

Runs Languages I_3 I_4 I_cc I_closed I_neg I_per I_quant I_so other Overall
Hindi 33 89 5 89 0 NA 69 NA 62 59
Kannada 34 37 28 NA NA 0 40 NA 16 26.5

Run 1 Malayalam 71 65 NA 64 NA 78 80 NA 65 71.62
Tamil 76 72 89 92 45 73 91 91 45 70.24
Telugu 70 88 84 90 NA 55 83 83 33 64.64
Hindi 32 83 47 88 0 NA 30 NA 75 58.79
Kannada 18 0 0 NA NA 0 0 NA 0 6.67

Run 2 Malayalam 66 34 NA 30 NA 70 67 NA 46 54.31
Tamil 71 48 72 85 15 68 89 91 30 59.18
Telugu 74 87 91 91 NA 56 84 19 36 60.5
Hindi 1 28 0 24 0 NA 32 NA 17 19.71
Kannada 28 20 18 NA NA 37 34 NA 10 22.17

Run 3 Malayalam 17 12 NA 0 NA 16 33 NA 5 17.62
Tamil 13 6 32 3 4 48 75 29 1 23.65
Telugu 35 53 19 3 NA 20 72 15 1 30.64

have used neural machine translation model to implement both NER and RE
tasks. Our approach is a common approach that identifies and classifies the NEs
into any of the generic classes namely name, occupation, location, things, or-
ganization, datenum, number and other, and also classifies the relations to any
of the relation labels such as information_1, action_1, etc. We have evaluated
four deep learning models for NER and two deep learning models for RE by
varying the directionality, depth and number of training steps with and without
attention mechanism called scaled-luong. To show the effectiveness of deep learn-
ing approach, we have also implemented three variations of traditional machine
learning models for RE using bag of word features, term frequency / TF-IDF
vectorizer and a neural network classifier with SGD optimizer having minimum
difference as one and two to extract relations. We have evaluated these mod-
els using the data set given by IECSIL@FIRE2018 shared task for NER and
RE. We have used the metric accuracy to measure the performance of different
variations of our approach. For, NER task, we have obtained the accuracies as
94.41%, 95.23%, 95.97% and 96.02% for Model 1, Model 2, Model 3 and Model 4
respectively on pre-evaluation test data and 95.9%, 95.85% and 95.05% for Run
1, Run 2 and Run 3 respectively on final-evaluation test data. For RE task, we
have obtained the accuracies as 56.19%, 60.74%, 60.7%, 75.43% and 79.11% for
Model 1, Model 2, Model 3, Model 4 and Model 5 respectively on pre-evaluation
test data, and 79.44%, 76.01% and 61.11% for Run 1, Run 2 and Run 3 respec-
tively on final-evaluation test data. The performance may be improved further
by incorporating different attention mechanisms, including more hidden layers,
and increasing training steps.
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