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Abstract—In this technical demonstration we showcase the
current version of the MediaMill system, a search engine that
facilitates access to news video archives at a semantic level.
The core of the system is a thesaurus of 500 automatically
detected semantic concepts. To handle such a large thesaurus
in retrieval, an engine is developed which automatically selects
a set of relevant concepts based on the textual query and user-
specified example images. The result set can be browsed easily
to obtain the final result for the query.

Index Terms—Semantic indexing, video retrieval, information
visualization.

I. INTRODUCTION

Most commercial video search engines such as Google,

Blinkx, and YouTube provide access to their repositories based

on text as this is still the easiest way for a user to describe

an information need. The indices of these search engines are

based on the filename, surrounding text, social tagging, or

a transcript. This results in disappointing performance when

the visual content is not reflected in the associated text. In

addition, when the videos originate from non-English speaking

countries, such as China or the Netherlands, querying the

content becomes even harder as automatic speech recognition

results are so much poorer. Additional visual analysis yields

more robustness. Thus, in video retrieval a recent trend is

to learn a lexicon of semantic concepts from multimedia

examples and to employ these as entry points in querying the

collection.

Last year we presented the MediaMill 2005 video search
engine [1] using a 101 concept lexicon [2] evaluated in the

TRECVID benchmark [3]. For our current system we made

a jump to a thesaurus of 500 concepts. The items vary from

pure format like a detected split screen, or a style like an
interview, or an object like a horse, or an event like an
airplane take off. Any one of those brings an understanding
of the current content. The elements in such a thesaurus offer

users a semantic entry to video by allowing them to query on

presence or absence of content elements. For a user, however,

selecting the right topic from the large thesaurus is difficult.

We therefore developed a suggestion engine that analyzes the

textual topic, and possible image examples given by the user,

to automatically derive the most relevant concept detectors for

querying the video archive (see Fig. 1 and Fig. 2).
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II. THE MEDIAMILL 2006 SYSTEM

The data flow of the MediaMill 2006 system is depicted in

Fig. 1. We will now highlight its components in more detail.
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Fig. 1. Overview of the different processing steps in the MediaMill semantic
video search engine.

A. Semantic Indexing

For semantic indexing we proposed the semantic pathfinder,

for details see [4]. First, it extracts features from the visual [5],

textual, and auditory modality. The architecture exploits super-

vised machine learning to automatically label segments with

semantic concepts. In the first step learning is on the content

features only. In the second step, the video is analyzed based

on its style properties. Finally, semantic concepts are analyzed

in context, with the potential to boost index results further.

The resulting thesaurus of 500 semantic concepts, covering

setting, objects, and people, is learned based on the LSCOM
annotations [6] and the 101 concepts used in our 2005 engine

[2].

B. Topic Analysis

We map the richness and subjectivity of semantics in user

queries to concept detectors available in our thesaurus. To

derive the most relevant concepts for a given user topic, we

first assign syntactic categories to groups of words in the input

text using a chunking algorithm. We then assign a grammatical

classification to each word by using a part-of-speech tagger.

From there, looking up each noun chunk in WordNet [7].

When a match has been found those words are eliminated

from further lookups. Then we look up any remaining nouns

in WordNet. The result is a number of WordNet words related

to the input text. Now that both the concepts in the text and the

multimedia concept detectors are related to WordNet, we can



Fig. 2. On the left an example of a query for shots of a goal being made in a soccer match, using both text and image examples, yielding soccer and grass
as most relevant concepts. Result of the query are visualized in the CrossBrowser on the right.

compute the semantic distance between the textual concepts

and the multimedia concepts. We use Resnik’s algorithm [8]

which calculates the similarity of a concept to each of the

WordNet nouns from the query text. Based on the combined

scores we rank each multimedia concept detector in order of

expected utility.

C. Image Classification

Concept suggestion based on query image analysis first

extracts visual features [5]. Based on the features we predict

for each image a concept using pre-learned visual-only models.

Rather than selecting the concept with maximal score –which

are often the most robust but also least informative ones, e.g.

people, face, outdoor – we select the model that maximizes
the probability of observing this image given the concept. To

compute, Bayes’ theorem is applied using training set statis-

tics. Hence, we prioritize less frequent, but discriminative,

concepts with reasonable probability scores over frequent, but

less discriminative, concepts with high probability scores.

D. Rank Combination

We offer users several possibilities to combine the various

ranked lists. They can employ standard combination methods

such as min, max, sum, and product [9]. In addition, they may

specify that some concepts are more important than others by

adding weights to individual concepts.

E. Browsing the Result

The result of concept suggestion, the subsequent concept

queries and their combination yields a ranked list of shots.

To aid human interpretation in exploring this result the Cross-
Browser visualizes the ranked list (vertical axis) versus the
time (horizontal axis) of the program containing the shot. The

two dimensions are projected onto a sphere to allow easy

navigation. It also enhances focus of attention on the most

important elements. Remaining elements are still visible, but

much darker (see Fig. 2).

III. DEMONSTRATION

We demonstrate semantic exploration of news video

archives with the MediaMill system. We will show how a

thesaurus of 500 concepts can be exploited for effective access

to video at a semantic level. In addition, we will exhibit

novel browsers that present retrieval results using advanced

visualizations. Taken together, the search engine provides users

with semantic access to news video archives.
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