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Abstract. In multi-agent systems, agents communicate with each other, using
argumentation as one type of communication. Agents argue to resolve conflicts
between them. In our previous work, an agent learnt how to argue in an abstract
argumentation system and a dialogue game based argumentation. This research
looks at improving the agent’s performance as well as the coherence and rele-
vance of the dialogue. We use a reinforcement learning method to encourage our
agent to improve its performance and the coherence of the dialogue. We propose
a new formula that motivated the agent to achieve a higher reward based on three
different attributes: number of moves, number of contradictions and number of
focus switches. The results were promising and the agent is able to learn how to
argue and reach a good level of performance with regard to winning the argumen-
tation and generating high quality dialogue contribution.
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1 Introduction

In the past few decades, argumentation has played an important role and has been
widely studied in artificial intelligence (AI) [7]. A review of further significant research
in the field can be seen from Prakken [17]. One significant development was Dung’s [9]
introduction of the abstract argumentation framework which assumes a directed graph
to represent arguments as nodes and attack relations as arcs.

In our previous work [1–3] we used Dung’s framework and allowed different agents
to play an argument game [23]. One of the agents was based on reinforcement learning
(RL) [18], and the aim of our research was to allow agents to learn how to argue against
different baseline agents. Some limitations were revealed in our earlier work [1–3]. One
of which was not being able to generalise policy for different abstract argumentation
graphs. The reason for this is difficult to discern. Some patterns that could help our
learning agent transfer experience from one domain to another are hard to learn without
reference to the internal structure of the arguments.

Therefore, this motivated us to move to propositional-logic based representation and
a richer dialogue model [3, 4]. We assert that argument patterns, i.e. argument schemes
and sources of evidence, could encourage our RL agent to learn [4] and in our work [4]
we used an influential logic-based dialogue model the “DE” model [25, 26, 29]. There
are some advantages in adopting the DE model rather than another model, for example
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it allows enough room for strategic formations and a strategy is essential for an agent
to make high quality dialogue contributions. DE computational agents have been built
with hard-coded heuristic strategies [28], so they can be directly used as baseline agents.
In addition, the DE has simple dialogue rules that control the evolving dialogue [25,26].

In [4], the performance of our RL agent showed promising result, improving over
hard-coded agents. We also demonstrated that our RL agent was able to learn to win an
argument game against baseline agents with the minimum number of moves. It would
be worthwhile investigating whether the dialogue contributions made by the RL agents
are of high quality in terms of coherence and relevance. Indeed, this will contribute to
improving the agent’s performance by learning how to win with the minimum number
of moves in a fluent and coherent manner.

The rest of this paper is organised as follows: Section 2 introduces reinforcement
learning for the DE dialogue game, Section 3 discusses the measuring of dialogue co-
herence and relevance, Section 4 introduces the experiment and discusses the results,
Section 5 gives conclusions and our planned future work.

2 Reinforcement learning for a DE dialogue game

The DE dialogue model [24,26,29] was developed by Yuan [29] based on Mackenzie’s
DC system [10, 14]. The DE dialogue game defines the rules for participants making
moves [29]. There are five move types in the DE game, namely Assertion, Questions,
Challenges, Withdrawals and Resolution demands [26]. The DE model allows each
agent to have its own public commitment store which contains statements that have
been stated or accepted by a speaker [4, 26]. The commitment store has two lists, an
assertion list, which contains the statements that have been explicitly asserted by the
speaker and a concession list, which contains the statements that have been implicitly
accepted by the speaker [26]. There are commitment rules that are used to update the
commitment store, they are quoted from [24, 26, 29] as follows:

1. Initial commitment,CR0: The initial commitment of each participant is null.
2. Withdrawals,CRW : After the withdrawal of P , the statement P is not included in

the move.
3. Statements,CRS :After a statement P , unless the preceding event was a challenge,
P is included in the move maker’s assertion list and the dialogue partner’s conces-
sion list, and ¬P will be removed from the move maker’s concession list if it is
there.

4. Defence,CRY S :After a statement P , if the preceding event was Why Q?, P and If
P then Q are included in the move maker’s assertion list and the dialogue partner’s
concession list, and ¬P and ¬(If P then Q) are removed from the move maker’s
concession list if they are there.

5. Challenges,CRY : A challenge of P results in P being removed from the store of
the move maker’s if it is there.

Dialogue rules that an agent must follow during the dialogue are taken from [24,26,
27, 29] as follows:
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1. RFROM : Each participant or agent can make one of the permitted types of move
in turn.

2. RREP STAT : Mutual commitment may not be asserted until answering the ques-
tion or challenge.

3. RQUEST : The possible answers to question P can be “P”, “¬P” or “No commit-
ment”.

4. RCHALL: “Why P?” can be answered by withdrawal of P, a statement to the chal-
lenger or resolution demand for any commitments of the challenger which imply
P.

5. RRESOLV E : A resolution demand can happen only if the opponent has inconsis-
tent statements in the commitment store.

6. RRESOLUT ION : A resolution demand has to be followed by withdrawal of one
of the offending conjuncts or affirmation of the disputed consequent.

7. RLEGALCHAL: The agent can challenge the opponent “Why P?”, unless P is on
the assertion list of the opponent’s dialogue.

There are different reasons for adopting the DE dialogue model in this paper. One
of the reasons is that the model leaves enough room for the agent to do strategy for-
mation [27]. The strategy is the main core for the agent to make high quality dia-
logue contributions. In addition, the computational agents used in the DE dialogue
model were built with hard-coded heuristic strategies, hence the model has shown ben-
efits over other models because of its computational tractability and simple dialogue
rules [25–27, 29]. The DE model was also built with propositional logic, which we
consider to be a move forward from the abstract level of argumentation to the internal
level of the argument [3,4]. Thus, the DE model is more sophisticated and richer, since
the dialogue state can be represented using different aspects, such as the commitment
store, and different move types, for example, questions. We would expect the DE game
to facilitate an effective learning experience for a computational agent, improving both
dialogue coherence and relevance.

Before engaging our RL agent in the DE dialogue model, we will briefly review
reinforcement learning and the structure of our agent. Reinforcement learning is one of
the most common areas of machine learning [18, 22]. Agents interact with an environ-
ment in order to map states with a particular action and receive rewards, as illustrated
in Figure 1 [19]. The agent explores a policy which involves mapping a state with an
action by using trial and error [4]. In the DE dialogue model, our RL agent needs to
engage with the model in order to play the dialogue game with other computational
agents. As a result, agents need to persuade each other what they believe.

To design the RL agent it is necessary to identify the state action and reward for our
agent. In [4], we identify these properties in detail. The state will be (previousmove∪
CS1 ∪ CS2) (where CS1 is the commitment store for the proponent and CS2 is the
commitment store for the opponent) [4]. Actions are defined as the available move
types in the DE model [25, 29] which are assert, question, challenge, withdraw and
resolution demand as well as move contents, this means actions are also defined as the
move content which is a proposition or conjunct of propositions [4]. Therefore, the RL
agent aims to map a state with a particular action to identify the policy [18]. The RL
agent will receive a reward based on the action that it takes, so that positive actions
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Fig. 1: RL agent interacts with an environment

receive positive reward and vice versa. The RL agent focuses on maximising its utility
based on the long-term reward gained through repeated episodes during the game. The
reward function in [4] is defined to allow the RL agent to seek to win with the minimum
number of moves as in Equation (1):

R = 100 +
W

L
(1)

such thatW is the number of moves in a first winning episode (the benchmark), L is the
number of moves in the current episode. Hence when L is at the minimum value, the
reward will tend to increase. In addition, [4] used the Q-learning algorithm (Equation 2):

Q(st, at)← Q(st, at) + α[rt+1 + γmax
a

Q(st, at+1)−Q(st, at)] (2)

3 Measuring dialogue coherence and relevance

This is our previous work in this area. In [4], we showed that the reinforcement learning
(RL) agent played against different baseline agents, based on the DE dialogue game.
The results were promising and the performance of the RL agent rapidly increased
against the baseline agent in figure 2 and 3 respectively.

In addition, the reward shaping let the agent win the game with the minimum num-
ber of moves. It was then thought worthwhile to test whether the agent maintained
coherence and relevance in a dialogue. The literature has a number of different ap-
proaches to measure the dialogue, for example persuasion dialogue [5], measuring an
agent’s uncertainty negotiation [11], measuring the argument strength through applying
the concept of value of a game, defined in game theory [13,15] and measuring dialogue
games based on the external agent’s point of view [12].

In particular, Amgound et al. [5] proposed three different measures: the quality of
the exchanged arguments, the agent’s behaviour, such as coherence and aggressiveness,
and measuring the quality of the dialogue itself, for example for relevance. Amgoud et
al. [5] argue that these measures are of great importance, because they can be used as
guidelines for protocols between participants in order to make high quality dialogue.
Weide [21] supports these measures being used as benchmarks for the agent to decide
which dialogue move they should choose. Based on our work [4] we consider two
criteria from [5]: coherence and relevance. We believe that coherence and relevance can
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Fig. 2: Performance of RL agent against heuristic strategy agent

be used to assess the RL agent learning to argue in the minimum number of moves, and
to contribute high quality dialogue against different baseline agents. In addition, our
system [4] is based on persuasion dialogue and requires measuring and evaluating the
quality of the dialogue in different aspects. Coherence [5,8,16] is based on a persuasion
dialogue where an agent attempts to defend what it believes and does not contradict
itself. So, in this paper we introduce a formula to measure the percentage of incoherence
[5] to evaluate how the agent was incoherent in a dialogue. This formula (Equation 3)
depends on how many times the agent has contradicted itself during the dialogue with
respect to the number of moves for the agent.

AgentIncoherent =
NumberOfContradiction

NumberOfMoves
(3)

Relevance in dialogue concerns an agent making a move that does not deviate from
the subject of the dialogue [6]. However, in the DE dialogue game all moves are related
to the subject [29]; therefore, it was necessary to find a way to measure the relevance
of both agents in our system in another way. Since one of the strategies in the DE
dialogue game [27, 29] allowed agents to change their current focus, it was considered
of interest to minimise changing the current focus of both agents. It is argued that if the
agent switches focus a large number of times, it would make the dialogue less fluent.
Therefore, we used a new formula (Equation 4) to measure the relevance of each agent,
based on how many times that agent switched focus during the dialogue, with respect
to the number of moves:

AgentIrrelevance =
NumberOfSwitchingFocus

NumberOfMoves
(4)

Therefore, we made the RL agent learn to argue by considering coherence and rel-
evance, as well as winning in the minimum number of moves [4].
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Fig. 3: Performance of RL agent against random agent

4 Experiment and discussion

In this section we discuss the experiments conducted between the RL agent and the
baseline agent. The baseline agent that we considered was hard coded with strategic
heuristics [29]. The agents adopting the DE dialogue game can use different strategies
e.g. a heuristic or using random moves. [27]. The heuristic agent was developed based
on heuristics in [27] and the random agent makes random moves with respect to the
DE dialogue game rules. The RL agent plays the dialogue game against both heuristic
and random agents. This allowed us to evaluate the coherence and relevance, as well
as observing whether the RL agent could win with the minimum number of moves. It
also allowed us to measure the quality of the dialogue with respect to coherence and
relevance.

To measure the coherence of the agent we looked at the number of contradictions
each agent had in their commitment store. Hence, Equation (3) measures coherence for
the agent, which means the less contradictions made by the agent the more coherence in
the agent’s dialogue. On the other hand, relevance in Equation (4) measures the number
of occasions that an agent did not address the previous move, which in effect is a focus
switch. Therefore, the less number of focus switching means more focused the agent
dialogue.

The RL agent first played against the heuristic agent. The reward function in Equa-
tion 1 was used initially. The game was played 4000 times, each time is considered as a
debate episode between two agents. We allow RL agent to test the learned policy after
every 100 episodes and the test will repeat 10 times to avoid randomness. The dialogue
quality measures as defined in Equations 3 and 4 are used to visualise the results af-
ter taking an average every 500 episodes for representation purpose as in Figure 4 for
incoherence and Figure 5 for irrelevance
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Fig. 4: Incoherent measuring between RL agent and heuristic agent

Fig. 5: Irrelevance measuring between RL agent and heuristic agent

In Figure 4, the x axis represents the number of episodes and the y axis represents
the incoherence measure as specified in Equation 3. For the relevant measurement in
Figure 5, the x axis represents the number of episodes and the y axis represents the ir-
relevance measure as specified in Equation 4. The results show that the RL agent did not
make any performance improvement in either coherence or relevance. One conclusion,
however, can be drawn from this, which is the proposed measures for coherence and
relevance are independent of the number of moves, which means with the number of
moves in an winning episode minimised, the coherence and relevance measures remain
the same.

This encouraged us to incorporate coherence and relevance measures into the re-
ward function in Equation 1 so that our RL agent was able to improve coherence and
relevance as well as minimise the number of moves. Therefore, we have reshaped the
reward function as shown in the following equation:

R = 100 +
M1

Mn
+
C1

Cn
+
SF1

SFn
(5)
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such that:

* R is the reward function.
* M1 is the number of moves in the first episode.
* Mn is the number of moves in the current episode.
* C1 is the number of contradictions in the first episode.
* Cn is the number of contradictions in the current episode.
* SF1 is the number of switching focus in the first episode.
* SFn is the number of switching focus in the current episode.

The design of the reward function was to motivate the RL agent to choose moves
which minimises the number of moves, contradictions and focus switches. The agent
was awarded 100 for winning the game. After running the experiment between the RL
agent and the heuristic agent, the results can be seen in Figures 6 and 7.

Fig. 6: Incoherent measuring between RL agent and heuristic agent

For the coherence measurement in Figure 6, the learning agent shows the learning
curve in improving the coherence where the incoherence is decreased gradually. This
means the new reward function, as in Equation 5, encourages the RL agent to maximise
coherence in the dialogue. Whereas, the heuristic agent was able to maintain coherence
in the dialogue. For the relevance measurement in Figure 7, it was surprising to see
that the RL agent was able to maintain better relevance than the heuristic agent in the
first appearance. By investigating the dialogue transcripts, it was found that the heuristic
agent asked a large number of questions, therefore making the learning agent constantly
stay on focus by passively responding to the questions. It is therefore worthwhile to
experiment the RL agent with a random agent and then study the consequence.

We have done similar experiment between the RL agent and a random agent and
the results are shown in Figure 8 and 9. Figure 8 confirms the result shown in Figure 6.
Figure 9 shows the RL agent with improved performance (i.e. decrease of irrelevance)
well above the random agent.
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Fig. 7: Irrelevance measuring between RL agent and heuristic agent

Fig. 8: Incoherent measuring between the RL agent and random agent

From these experiments we can conclude that the RL agent can learn to argue with
more fluency and coherence.

5 Conclusion and future direction

We have proposed two quality measures for argumentative dialogue namely the fluency
and coherence. We have incorporated the quality measures into the reward function of
our RL agent and carried out a number of experiments. We conclude that the RL agent
can learn to improve its performance with regard to coherence and fluency against both
heuristic and the random agent. Different weights will be applied for experiment with
the features in equation 5.

We are also planning to generalise our approach for different argument domains.We
are building the new argument domain in BREXIT and investigating transfer learning
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Fig. 9: Irrelevance measuring between RL agent and randomised based agent

techniques [20]. We will test whether our RL agent can apply what has been learned in
one domain, e.g. Capital punishment to a new domain such as BREXIT.
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