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Abstract 
The practice of business process modeling not only requires 
modeling expertise but also significant domain expertise. 
Bringing the latter into an early stage of modeling contributes 
to design models that appropriately capture an underlying 
reality. For this, modeling experts and domain experts need 
to intensively cooperate, especially when the former are not 
experienced within the domain they are modeling. This 
results in a time-consuming and demanding engineering 
effort. To address this challenge we propose a process 
modeling approach that assists domain experts in the creation 
and adaptation of process models. To get an appropriate 
assistance, the approach is driven by semantic patterns and 
learning. Semantic patterns are domain-specific and consist 
of process model fragments (or end-to-end process models), 
which are continuously learned from feedback from domain 
as well as process modeling experts. This enables to 
incorporate good practices of process modeling into the 
semantic patterns. To this end, both machine-learning and 
knowledge engineering techniques are employed, which 
allow the semantic patterns to adapt over time and thus to 
keep up with the evolution of process modeling in the 
different business domains.  

Introduction   
The importance of having good process models, which 
accurately describe the implemented or intended business 
processes of a company, is well recognized. Nevertheless, 
many companies face similar practical problems during the 
analysis and design phase of their business process 
management. The domain experts, which are the owners and 
main users of the business process repository, mostly 
delegate the analysis, design and construction of business 
process models to business analysts or to the IT 
departments, who have the necessary modeling and 
engineering skills. This leads to the additional effort for 
communication and collaboration, because modeling 
experts may lack the necessary expertise from the specific 
business domain. The domain experts delegate the modeling 
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since they lack of modeling know-how. They neither 
understand the many BPMN syntax elements nor know how 
to design correct process models with a good style. 
 

We tackle this problem by proposing an assistive 
modeling approach that makes use of validated domain-
specific semantic process patterns, that are established over 
time to compensate the lack of business process modeling 
expertise of domain experts.  

The idea of using design patterns as reusable solutions for 
common design problems could successfully be transferred 
from the domain of physical construction of cities 
(Alexander et al., 1977) to the domain of object oriented 
software design (Gamma, 1995). We reuse this idea for the 
construction of a semantic repository containing both 
domain-specific patterns and business process models in the 
form of an ontology. 

Our approach goes beyond the mere syntactical or 
semantic validation, which is already implemented in 
current business process modelling tools. With the support 
of machine learning techniques we aim to learn patterns of 
good business process modeling that typically reside in 
modeling and domain expert’s heads. 

Learning Domain-Specific Semantic Patterns 

In software engineering, the adoption of design patterns has 
shown particular success in assisting programmers to 
develop software. 

In enterprise modeling (which includes the practice of 
BPM), the use of patterns originates from the field of graph 
theory addressing the problem of graph pattern matching 
(Fu, 1995). 

The research in establishing and using patterns to support 
the process modeling is still quite active (Deng et al., 2017; 
Delfmann et al., 2010; Gruhn & Laue, 2009). However, 
these patterns are quite generic and on an abstract level, so 
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that the reuse and application is mainly promoted within the 
modeling expert community which have the ability to 
identify the patterns and to apply them in the target domain. 
In most cases, the domain experts do not have the expertise 
to adapt the generic patterns to their business domain. 
Hence, ideal patterns should aim to stay in the background.  

This means, a pattern should not only be assistive in terms 
of (a) syntactic and (b) semantic correctness but also help 
with appropriate: 

c) level of abstraction, which fits the purpose of the 
process model granularity  

d) content (i.e., terminology) fitting to the domain 
targeted by the process model and 

e) modeling styles and conventions, e.g., see 
scenarios in (Silver, 2011). 

In this paper, we define this kind of pattern as a domain-
specific semantic pattern for good process modeling.  

Several research work evolved around the term semantic 
patterns (Staab et al., 2001; Saif et al., 2014; Soffer et al., 
2007) (also known as ontology design patterns (Damjanovic 
& Violeta, 2009)). However, different from us, they adopt a 
knowledge engineering approach, which focuses on explicit 
knowledge that is available from the process models (i.e., 
syntax and semantic aspects). In our approach, we 
incorporate a learning approach to deal with tacit knowledge 
(see left hand side of Figure 1). 
 

We argue that the appropriate identification and 
construction of domain-specific semantic patterns can be 
resolved by combining knowledge engineering approaches 
with learning approaches. To elaborate on this we refer to 
the different types of knowledge known from knowledge 
management that are shown Figure 1. 

The identification of an appropriate domain-specific 
semantic pattern aims to capture the underlying business 
reality as an appropriate process model.  

Based on their experiences, modeling experts—maybe 
together with domain expert—are able to construct domain-
specific semantic patterns. This is regarded as a knowledge 
engineering task (see upper arrow in Figure 1). However, it 
would result in a tremendous engineering effort to manually 

build a sufficient and appropriate set of domain-specific 
semantic patterns. Furthermore, the process reality to be 
modeled lays in domain experts’ heads but domain experts 
are not necessary aware of. This means that the knowledge 
is tacit (Polanyi, 1966). Learning how to identify a domain-
specific semantic pattern promises to support this 
knowledge extraction process (see lower arrow in Figure 1).  

The need to learn domain-specific semantic patterns led 
to formulate the following research question:  

- How to learn domain-specific semantic patterns to 
support the good process model practice? 

To address this question, we start introducing the three 
learning sources that are typically adopted as best practices 
to create a good process model. 

Learning Source Cases 
We distinguish between three sources of cases from which 
we can learn domain-specific semantic patterns for good 
business process modeling: 

(a) Modeling expert that give feedback to domain 
experts’ models 

(b) Simulation of models 
(c) Experience with process executions. 

The first learning source typically refers to  
(a) syntax 
(b) modeling style 
(c) level of details of a business process, i.e., 

abstraction level, and  
(d) business process description.  

Modeling style and conventions come from experience of 
experts and are documented, for example, in (Silver, 2011) 
and Schallert & Rosemann (2012). Syntactical constraints 
are also documented in the BPMN specifications (OMG, 
2011) and implemented in some modeling tools. For 
example, commercial BPMN tools such as Camunda, 
Signavio, Bizagi, or Flowable implement syntactical checks 
that validate syntactical correctness of the design of BPMN 
models. Both syntax and modeling style can be 
implemented through the knowledge engineering task. 
However, learning them would relieve the engineering 
effort especially for the modeling style and conventions, 
which sometimes are subjective or application domain-
dependent. 

Feedback regarding the abstraction level of a business 
process (c) relies on the intuition and experience of the 
process modeler, i.e., tacit and self-aware knowledge, 
respectively. Thus, it can be dealt with a learning approach.  

Similarly, feedback regarding the business process 
description (d) relies on experience of the process modeler. 
Sometimes, the usable terms within a specific project or 

      



application domain are documented, which makes it an 
alternative source to the feedback. Whereas the former 
knowledge as implicit but of self-aware type, the latter, 
which is explicit and belongs to the documented knowledge 
type. 

The second learning source (model simulation) refers to 
the behavior of process models, also known as behavioral 
semantics (Muzi et al., 2018 ; Corradini et al., 2017; 
Mendling, 2009). The most widespread approach in process 
modeling consists of mapping a process model to a formal 
semantic like Petri Nets (van Dongen et al., 2008). The 
approach is used to identify the existence of deadlocks or 
live-locks through simulation of the correspondent Petri Net 
model. For example, in the tool BProve (Corradini et al., 
2017), Petri Nets are used to simulate the execution of a 
business process model to assess the safeness and soundness 
of BPMN collaboration, to check both the existence of 
deadlocks and proper completion of BPMN models.  

Issues like deadlocks or live-locks can be learned by 
running one of the existing dedicated tools as they 
sometimes remain difficult to detect even for  modeling 
experts. 

The third learning source, (3), refers to the improvement 
of a process models based on the analysis of the run-time 
later execution of the business process that can occur 
manually by the modeling experts or through the support of 
process mining tools (van der Aalst, 2009). 

This list of learning sources reveals that there is still a 
quite significant amount of implicit knowledge laying in 
expert’s heads, which is neither documented nor 
implemented in process model tools. By tackling the 
challenge of explicating such knowledge through learning 
approaches, we want to show how we intend to address the 
above introduced research question.  

Thus, in the following three sections we introduce three 
ways of learning a domain-specific semantic pattern: (1) 
Learning Process Fragment Similarity Model, (2) Learning 
Pattern’s Abstraction Level (3) Learning Pattern’s 
Description. Each of them presents one machine learning 
approach, which builds on existing techniques. 

Learning Process Fragment Similarity Model 
Likewise, in case-based reasoning (CBR) a similarity model 
is an essential component. CBR is known as a technically 
independent methodology (Watson, 1999) for humans and 
information systems to reason by remembering (Leake, 
1996). During remembering previous cases will be 
compared by applying a similarity model. The ultimate goal 
in CBR is then, to transfer or adapt the knowledge from 
previous cases to the current situation/problem. CBR has its 
roots in cognitive science, machine learning and knowledge-
based systems (Martin & Hinkelmann, 2018). The 

appropriate engineering of a similarity configuration is a 
critical requirement for applying CBR. 

Martin (2016) introduced an approach, called ICEBERG, 
how ontology-based case-based reasoning (OBCBR) can be 
applied in process execution by comparing cases of process 
fragments. Martin (2016) pointed out that the engineering of 
the similarity configuration is a critical step and allocates 
significant resources from domain experts. Martin (2016) 
and Martin & Hinkelmann (2018) introduced a procedure 
model for the design and implementation of an OBCBR. 
Certain procedural stages are essential in this context of 
configuring a process pattern similarity model as well: 

1. At a first stage, it is essential that domain experts 
decide on an enterprise-specific conceptualization 
or nomenclature to build a process fragment 
characterization vocabulary or feature set. 

2. Then the various mental similarity and adaptation 
models need to be elicited and externalized from 
the domain experts. 

3. Next definition of the process fragment 
characterization will be implemented within an 
enterprise, domain and/or modeling ontology. 

4. Finally, knowledge and domain experts configure 
the similarity model as introduced by Martin et al. 
(2017) within the ontology. This configuration is 
made by determining global and local similarity 
functions and assigning weights. 

By describing this approach we applied knowledge-based 
and knowledge engineering methods in combination and 
simultaneously. However, there are some drawbacks. The 
first one concerns the high effort for engineering the 
characterization, which can be defused by establishing a 
semantic repository. Secondly, and more difficult to tackle, 
humans are not good in selecting appropriate similarity 
features and have difficulties in estimating similarity 
weights. 

A possible way to overcome the mentioned difficulties in 
selecting similarity features and weights could be taken by 
prior execution of a data-driven machine learning approach. 
In one of our previous works (von Rohr et al., 2018) we 
could show that an initial data-driven machine learning 
approach based on a regression model can be used to 
generate, respectively derive similarity features and the 
corresponding weights. 

This section shows how a similarity model can be 
engineered, how it can be derived and embedded into a 
knowledge-based environment, and finally how such a 
model can be learned by applying a data-driven machine 
learning approach. The resulting similarity model allows 
retrieving the most similar process model to the one being 
designed. Later, feedback of domain experts could then re-
initialize the data-driven machine learning procedure to 



determine the adaptation of the similarity measure over 
time. 

Learning Pattern’s Abstraction Level 
By using the similarity model, it is possible to learn the 

abstraction of a pattern found in several similar process 
fragments. As an example, let us consider the process 
fragment in Figure 2. It models the chain of actions involved 
in sending an invoice. 

 
 
 
 
 

This is a semantic sequence that can be observed in 
almost all the processes that involve sending invoices. Such 
a pattern can be considered as an abstraction that can be 
extended in a similar process model being designed as 
shown in Figure 3. 

 
 
 
 
 
 
 
 
 
 

It is also possible that the similarity model learns different 
levels of abstraction for the same pattern over a period of 
time, as illustrated in Figure 4. Whether the learned 
abstraction of the pattern is useful or not can be verified 
through the feedback from the domain experts. The model 
in Figure 4 shows an example of an abstraction that cannot 
be used, as sending every type of document does not lead to 
a payment. Thus, there is a need for a mechanism to 
incorporate the positive or negative feedback into a pattern 
repository. CBR has limitations in this respect, as it will 
create a new pattern based on the feedback but not adapt the 
level of abstraction of the same pattern. We explore how 
CBR can be augmented with Reinforcement Learning (Pack 
Kaelbling et al., 1996) as a mechanism to incorporate the 
domain experts' feedback – a useful level of pattern 
abstraction will achieve a positive reward, and an incorrect 
abstraction will achieve a negative reward or a penalty. 
Based on the rewards or penalties, the similarity model will 
be able to identify the right level of abstraction for a process 
model being designed.  

Learning Pattern’s Description 
In a related work, Wasser & Lincoln (2012) proposed a 

Process Descriptor Catalog (PDC) to describe activities 
within a business process according to two main elements, 
namely Object and Action, and four taxonomies, namely an 
Action Hierarchy Model (AHM), an Object Hierarchy 
Model (OHM), an Action Sequence Model (ASM) and an 
Object Lifecycle Model (OLM). These models were used to 
organize a set of virtual activities within a particular process 
domain to express the relationships between actions and 
object both hierarchically and in term of execution order. 
Given as input a business process, a Natural Language 
Processing (NLP) system was used to derive the actions and 
objects involved in the process. By mapping this 
information to the models, it was possible to assess the 
similarity between the given process and a possible set of 
semantically correlated new activities. Then, the choice of 
the modeler was used as feedback to learn to provide better 
suggestion adapting the similarity function called in the 
study, distance function. 

Extending the approach of activity descriptors to the 
description of fragments of processes would fit well with the 
intention of learning pattern’s description. 

Future Work and Conclusion 
In our research roadmap, we intend to implement the three 
presented machine learning approaches in the form of 
functionalities of our Agile and Ontology-Aided Modeling 
Environment (AOAME) (Laurenzi at al., 2018) (see Figure 
5). The latter builds on the ontology-based meta-modeling 
concept described in (Hinkelmann et al., 2018) and 
seamlessly integrates models with ontologies. Therefore, 
techniques for semantic annotations/lifting or 
transformations are not needed as the semantic repository 
(i.e., see right-hand side of Figure 5) is built while modeling 
takes place.  

The semantic repository contains ontologies reflecting 
both business process models (i.e., Model Ontology) 
designed by the domain experts and the learned domain-
specific semantic patterns, i.e., Pattern Ontology. The latter 
contains either an entire process model or fragments of 
process models with specific modeling style, conventions, 
behavioral aspects, abstraction level, etc. It is out of scope 
of this paper to precisely define what such a pattern consists 
of. 

The learning for the good business process modeling 
comes from the feedback of a variety of different sources. 
First, the system can learn and adapt based on the rating of 
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the modeling experts that give feedback to the models being 
designed by the domain experts. Second, the process models 
can be simulated during design time, and the result of the 
simulation can provide fast feedback to the domain experts 
while modeling. Third, the domain experts can manually 
give feedback based on their experience of later process 
implementation, and the modeling experts can give 
feedback based on the results from process mining. All of 
these sources are used to learn best practices and 
continuously improve the Pattern Ontology. 

The semantic repository has the benefit of having process 
models and patterns defined in a machine interpretable 
representation. Thus, reasoning services and semantic rules 
can be applied to deduce new knowledge. This was already 
proven to be successful in several research works in 
different domains, e.g., Business-IT alignment in the Cloud 
(Kritikos et al., 2018; Hinkelmann et al., 2016), workplace 
learning (Emmenegger et al., 2017), and supply chain risk 
management (Emmenegger et al., 2013). 
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