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Abstract. The article presents an inductive model of objects clustering eco-
nomic indicators based on the method of arguments group accounting. The ba-
sic principles of creating objective clustering inductive model are formed, the 
ways and prospects for the possible model implementation are shown, the ad-
vantages of an objective clustering model compared to traditional data cluster-
ing methods are defined.  
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1 Introduction 

Relevance of the work. The economic objects clustering is currently receiving much 
attention. This is primarily due to the increased requirements for the accuracy of the 
recognition and identification systems under various conditions for obtaining informa-
tion. Currently, there are a large number of diverse clustering algorithms for eco-
nomic entities, each of which has its own advantages and disadvantages and is fo-
cused on a specific data type. One of the existing clustering algorithm drawbacks is 
their subjectivity, i.e. getting good results of clustering objects on one set does not 
guarantee to get similar results on another similar set. One of the ways to improve the 
clustering objectivity is the development of hybrid models based on the method of 
complex systems inductive modeling, which is a logical continuation of the method of 
group accounting of arguments (MGUA) [1-3]. In this regard, the development of 
hybrid models and clustering objects methods based on the methods of complex sys-
tems inductive modeling is an important problem from both theoretical and practical 
points of view. 



2 Literature review 

The use of a cluster approach is of particular importance for the Ukrainian enterprise's 
economic indicators clustering. Cluster policy is aimed at combining the capabilities, 
knowledge, and capacities of structures number with the aim of solving joint and 
private tasks. The immediate results from solving such problems will form the basis 
for the economic, social and technological development of the region. 

Cluster policy is aimed at combining the capabilities of a structures number in or-
der to solve joint and private tasks. The immediate results from solving such problems 
will form the basis for the economic, social and technological development of the 
region. 

The theory and methodology of creating economic clusters in the regions are re-
flected in the writings of many authors. In scientific studies, it is noted that the suc-
cessful development of the national economy depends on the development of the local 
concentration of specialized industries (industrial districts), which are the basis of the 
cluster approach [4]. This provision was first described in [5], where the synergistic 
effect of a merger of enterprises was first identified and analyzed. 

In [6], such areas of knowledge as the new economic geography, business research 
of firms, regional studies and innovations that influence the development of cluster 
theory in the economy were identified. In [7], the authors proposed three clustering 
models: classical agglomeration models, industrial complex models, and network 
interaction models. In work [4], such five key concepts as externalities, innovative 
environment, interfirm struggle, competition of cooperation, dependency path, which 
constitute cluster theory, were considered. The authors of this work also focus on the 
geographical concentration and specialization of enterprises, the diversity of cluster 
participants, the critical mass and life cycle of the cluster, innovation and competition. 

In [8], the authors succeeded in systematizing the extensive theoretical and em-
pirical accumulated earlier, where the advantages of using national competitive rela-
tions in the economy were shown. 

The authors of [9] believe that the cluster approach in the economy represents the 
synthesis of several areas, including local industrial specialization, spatial economic 
agglomeration, and regional development, as well as the provisions of strategic and 
venture management. 

The diversity of the cluster theory indicates the absence of the only correct ap-
proach to its practical operationalization and makes it relevant to use the cluster ap-
proach for clustering the economic indicators of Ukrainian enterprises. 

This study proposes inductive models of clustering objects of the economy to jus-
tify their creation at the regional level. The basic concepts of creating an inductive 
model of clustering objects based on the method of group accounting of arguments 
are described in [1-3, 10] and further developed in [11-16]. The authors formulated 
the basic principles of creating an inductive model of objective clustering, showed 
ways and prospects for a possible implementation of the model, determined the ad-
vantages of the model of objective clustering compared with traditional methods of 
data clustering. However, it should be noted that, despite the achievements achieved 
in this subject area, the inductive model of objective clustering currently has no prac-
tical implementation. 



In the paper [16, 17] an inductive model of objective clustering of objects based 
on the k-medium clustering algorithm was developed, an estimation of the stability of 
the model to the noise component was made, ways of further improvement of the 
proposed model with purpose of increasing the objectivity of the clustering of the 
studied data. Approbation of the work of the proposed model was performed using the 
data “Compound” and “Aggregation” of the database of the computer school of the 
East Finnish University. It is presented studies to assess the stability of the model to 
the noise component using data "Seeds". 

In this paper, a more improved version of the k-means inductive clustering algo-
rithm is used. In contrast to [16], the centers of masses of the clusters are not calcu-
lated, and the Silhouette, Entropy, Dunn’s index and Calinski-Harabasz index are 
used as an internal criterion for the quality of clustering (in [16] uses only the 
Calinski-Harabasz index). 

3 Formal problem statement 

The unresolved parts of a common problem include: 
• efficient algorithms lack for extracting equal-power subsets from the initial data 

set; 
• lack of research on the influence of external and internal criteria on the clustering 

quality;  
• insufficient implementation of the objective clustering inductive model in vari-

ous areas of society, especially economic. 
The aim of the article is to develop and study the influence of internal and external 

criteria on the quality of the objective clustering inductive model of objects based on 
the k-means clustering algorithm in the study of the enterprise's different types eco-
nomic data in Ukraine. 

4 Method Description 

Let   , 1,..., ; 1,...,ijA x i n j m    – the matrix of the objects features under study, 

where n is the number of rows or observed objects, m is the number of features char-
acterizing the object. The clustering task is reduced to splitting the set of objects into 
non-empty subsets of disjoint clusters, and the plane separating the clusters can take 
any form: 
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where k  – the number of clusters. 
The methodology of complex systems inductive modeling is based on three fun-

damental principles borrowed from various scientific fields: 
1. The principle of heuristic self-organization, the i.e. search of applicants various 
models with a choice of the best from the point of view of the relativity external crite-
rion, the value of which is determined on two equally powerful data sets; 



2. the external addition principle, the idea of which is the need for objective verifica-
tion of the model using additional “fresh” information; 
3. The inconclusive decisions principle, i.e. generation of certain solutions set with 
the optimal variant subsequent choice.  

The implementation of these principles in the framework of an inductive objective 
clustering model implies the following steps: 

• normalization of the studied objects signs, i.e. bringing them to the same range 
with the same median of the attribute space attributes; 

• splitting the original objects set into two equally powerful submultiples; 
• determination of an external criterion or relevance criteria group for choosing the 

optimal clustering on two equally powerful subsets; 
• selection or development of a basic clustering algorithm used as a component in 

an objective clustering inductive model of objects. 
Data normalization was performed according to the signs in accordance with the 

formula: 
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where ijx  – the value of attribute i  in the column j , ijx  – normalized value of this 

feature, jmed  – column median j . The choice of this normalization method was de-

termined by the fact that as a result, the data features set in all columns had the same 
median with a maximum variation attributes range from -1 to 1, while the data vol-
ume for each column falling into the inter-quantile distance (50%) is the largest com-
pared to other normalization methods. 

Algorithm for the separation of the original objects set   to 2 equipotent disjoint 
subsets A  and B  consists of the following steps [13]: 

1. calculation  1n n   pairwise distances between objects in the original data 

sample; 
2. selection of objects pair ,s pX X , the distance between which is minimal: 

   
,

, min ,s p i j
i j

d X X d X X  (3) 

3. object distribution sX  into a subset A , and object pX  into a subset B ; 

4. repetition steps 2–3 for the remaining objects. If the objects number is odd, the 
last object is distributed into both subsets. 

As internal criteria (IC) for the quality of clustering used: 
 
1. Silhouette [18] 
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where K - number of clusters, 
jxS - the "best" element belonging jx  to cluster p . 



The best partition is characterized by the maximum SWC, which is achieved when 
the distance inside the cluster is small, and the distance between the elements of the 
neighboring clusters is large. 

2. Dunn’s index [19] 
Compares intercluster distance with cluster diameter. The higher the index value, 

the better the clustering. 

  min
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3. Calinski – Harabasz index [20] 
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where N  - number of objects, K  - number of clusters. The maximum index value 
corresponds to the optimal cluster structure. 

4. Entropy [21] 
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Entropy is known as the numerical expression of the system orderliness. The en-
tropy of the partition reaches a minimum with the highest orderliness in the system (in 
the case of a clear partition, the entropy is zero). That is, the greater the belonging 
degree of an element to one cluster (and the smaller the belonging degree to all other 
clusters), the smaller the entropy value and the more qualitatively clustering is per-
formed. The main disadvantage of these methods is that their computation becomes 
more and more complex, both with an increase in the clusters number k and with an 
increase in the objects number included in the data. To calculate the external criterion 
of balance, the approach taken from [16] was taken as a basis. In this paper, the exter-
nal criterion of balance (ECB) of controlled clustering is defined as the normalized 
optimal value of the sum of squared deviations between the values of the internal 
criteria of clustering quality (4) – (7): 
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To create equal clustering conditions on subsets and using the k-average clustering 
algorithm, an initial number of clusters is determined at the initialization stage, and 
the initial value of criterion (8) is zero. The experiment showed that at subsequent 
iterations the criterion value at the first step increases, then monotonously changes 
until it reaches saturation, which corresponds to stable clustering on two equally pow-
erful subsets. The block diagram of the inductive clustering model based on the k-
means algorithm is shown in Fig. 1.  



 

Fig. 1. Block diagram of an inductive model of objective clustering based on the k-
means algorithm 

 
The implementation of the algorithm requires the following steps: 
Step 1. Start 
Step 2. Formation of the initial set   of objects under study. Data preprocessing 

(filtering, normalization, analysis for missing values). Representation of data in the 



form of a matrix n m , where n - the number of rows or the number of objects stud-
ied, m - the number of columns or the number of signs characterizing the objects. 

Step 3. The division   into two equally powerful subsets in accordance with the 
above algorithm. The resulting subsets A  and B  formally can be represented as 
follows: 
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Step 4. Configure the k-means clustering algorithm. 
For each equally powerful subset: 
Step 5. Select the number of clusters. 
Step 6. Sequential clustering and cluster fixing 
Step 7. Calculation of the internal criterion of clustering quality. 
Step 8. Calculation of the external balance criterion in accordance with formula  
(8). 
Step 9. If the value of the balance criterion reaches the optimum, then: 
Step 10 Fixation of the received clustering is performed. 
otherwise, the number of clusters is increased by 1 and repeated Step 5-9 
Step 11. Determining the optimal number of clusters. 
Step 12. Clustering data (sets   of objects under study), fixing clusters. 
Step 13. End 

5 Characteristics of the data used 

5.1 Analysis of the ratio of small, medium and large enterprises, and 
their importance for economic development in the regions of 
Ukraine 

For Ukraine, unbalanced, resource-intensive, with significant territorial-branch dis-
proportions is a model of a national economic complex that requires significant finan-
cial and organizational efforts to remedy the situation. Small, medium and large en-
terprises play an important role in the Ukrainian economy and have well-known ad-
vantages and disadvantages. To strengthen the benefits and reduce the impact of 
shortcomings for each group of companies in the context of accelerated socio-
economic national development can be considered a system of production cooperation 
state regulation, which has its own characteristics in the sectoral and regional dimen-
sion. 

Therefore, it is important to study the main indicators of large, medium and small 
businesses of Ukraine with the help of cluster analysis tools, which will reveal certain 
differences in the functioning of entrepreneurship in a regional dimension and offer 
more effective and flexible mechanisms of regions socio-economic development. 

The matrix of the objects under study contained 26 rows (objects) and 18 columns 
(signs characterizing the objects). In accordance with the goals of the problem to be 
solved, clustering was carried out according to signs, i.e. after transformation, the data 
matrix under investigation had a dimension of 18 × 26. When dividing this set into 



two closed subsets in accordance with the algorithm described above, we get two 
subsets with dimensions 9 × 13 (9).  

6 Clustering Results 

Using the NbClust package from the programming language and the environment for 
developing, analyzing data and statistical calculations R, we construct a diagram that 
shows the dependence of the clusters number on the NbClust criteria (Fig. 2). 

 

Fig. 2. Cluster number diagram for the k-means clustering algorithm 

Analysis of the chart allows us to conclude that, from the point of view of the cri-
teria used, it is optimal to divide the test signs into two, three or seven groups. How-
ever, since, in accordance with the goals set, the division of the features set into a 
large clusters number is inexpedient, we consider the most optimal clustering when 
dividing objects into three groups. The results of the work of objective clustering 
inductive models based on the above algorithm are presented in Table 1. Analyzing 
the values of the criteria, it is clear that splitting into three clusters shows the best 
results for the values of Silhouette, Dunn index and Calinski-Harabasz index. The 
minimum Entropy value is achieved when split into two clusters. 



Table 1. The results of the work of objective clustering inductive models 

 
Table 2 shows the results of clustering into two, three and seven clusters. As can 

be seen from the table, the divisions into three and seven clusters distinguish the eco-
nomic indicators of Kiev city into a separate cluster. Given that Kyiv is the capital of 
Ukraine not only in the administrative-territorial field, but also in the international and 
economic, in most cases it is clustered with clustering as it is in a cluster, because in 
most economic indicators of the enterprises it is significantly ahead of the nearest 
cities-"competitors" (Kharkiv, Dnipro, Odessa, Lviv, etc.) and the whole area. The 
remaining groups are formed, taking into account the economic development and 
territorial regions location. 

7 Economic interpretation of the results 

2-cluster model. The results of such clustering can clearly identify 2 clusters with 
clear socio-economic characteristics. The first cluster contains Ukraine regions, which 
traditionally are centers of economic Ukraine macro-regions (Dnipropetrovsk, Do-
netsk, Lviv, Odessa, Kharkiv, Kyiv and Kyiv). This cluster can also be positioned as 
industrial since in these regions, the main industries are concentrated and the histori-
cally concentrated largest share of large enterprises, which also interact with a signifi-
cant number of small and medium enterprises. Accordingly, this cluster is more pro-
ductive in socio-economic terms. 

The second cluster focuses on the remaining Ukraine regions with greater eco-
nomic diversification of enterprises various types (mostly medium and small) and 
relatively lower economic indicators of regional development. 

3-cluster model. The main results are duplicated by the above-mentioned model, 
the main difference is the isolation of the Ukraine capital -- the city of Kiev - as a 
separate cluster, given its significant socio-economic potential.  

7-cluster model. In our opinion, this model is more relevant in interpreting the 
impact of enterprises different types on the Ukrainian regions economic development. 
To a large extent, such a division is correlated with studies of Ukraine regions by the 
integrated indicator of specialization [19,20]. In the first cluster, only Kyiv is repre-
sented, because according to the main indicators of social and economic development, 
and as the capital of Ukraine, it is positioned as a separate cluster. 

 

Number of clusters 

2 3 7 Internal criterion of 
clustering  

quality Exterior balance  
 creature  

Exterior balance  
 creature  

Exterior balance  
 creature  

Silhouette 0,0243161 0,1375 0,0766 

Dunn;s index 0,15297984 0,3497 0,0369 
Calinski-Harabasz 
index 

0,01035773 0,0204 0,0175 

Entropy 0 0,2115 0,0353 



Table 2. Clustering results for the k-means algorithm 

Number of clusters 2 3 7 

Cluster number 1 2 1 2 3 1 2 3 4 5 6 7 

Vinnyts’ka +  +    +      

Volyns’ka +  +         + 

Dnipropetrovs’ka  +  +      +   

Donetska  +  +      +   

Zhytomyrs’ka +  +     +     

Zakarpats’ka +  +        +  

Zaporiz’ka +  +    +      

Ivano-frankivs’ka +  +        +  

Kievs’ka  +  +      +   

Kirovohrads’ka +  +        +  

Luhans’ka +  +        +  

L’vivs’ka  +  +     +    

Mykolayivs’ka +  +        +  

Odes’ka  +  +     +    

Poltavs’ka +  +    +      

Rivnens’ka +  +     +     

Sums’ka +  +     +     

Ternopils’ka +  +         + 

Kharkivs’ka  +  +     +    

Khersons’ka +  +        +  

Khmelnyts’ka +  +     +     

Cherkas’ka +  +    +      

Chernivets’ka +  +     +     

Chernivhivs’ka +  +        +  

R
eg

io
n 

city of Kiev  +   + +       

The second cluster (Vinnitsa, Zaporozhia, Poltava, Cherkassk) contains fairly bal-
anced enterprises (small, medium and large) and their indicators of the region, and is 
characterized mainly by industrial and agricultural profile. 

The third cluster (Zhytomyr, Rivne, Sumy, Khmelnytsky, Chernivtsi) has a more 
pronounced agrarian profile with significant influence of the economic potential of 
small and medium enterprises. 

The fourth cluster (Lviv, Odessa, Kharkiv) is represented primarily by regions in 
which all types of enterprises are harmoniously represented. In addition, significant 
developments in these areas of information industries and high-tech industries can be 



noted, indicating their informational and post-industrial profile. 
The fifth cluster (Dnipropetrovsk, Donetsk, Kiev) has the largest number of large 

enterprises (from 45 to 61) and is characterized by significant industrial potential. 
The sixth cluster (Zakarpattia, Ivano-Frankivsk, Kirovograd, Luhansk, Mykolayiv, 

Kherson, Chernihiv) contains areas with a well-developed small and medium business 
and a widespread service area. They can be attributed equally to the industrial and 
agricultural profile, and to the agrarian-industrial. 

The seventh cluster (Volyn, Ternopil) is represented by regions with lower socio-
economic development and agronomic indicators than the average in Ukraine and the 
dominance of small and medium-sized enterprises of a non-industrial type. 

8 Conclusions 

The results of the model work showed the high efficiency of the developed clustering 
models on the novel inductive method of simulation of complex systems. 

In this paper, the k-medium algorithm was used as the basic algorithm, while the 
effect of four internal criteria (Silhouette, Dunn’s index, Calinski-Harabasz index, 
Entropy) on the quality of clustering was studied. This choice was determined by the 
simplicity of its implementation. The advantage of the proposed model lies in its sta-
bility, which is determined by using an external balance criterion on two coherent 
samples.  

It should be noted that the use of inductive simulation methods does not eliminate 
the main disadvantage of the k-mean algorithm: the result of clustering depends on 
the selection of the source centers of the clusters, but with other things being equal, 
the proposed model gave better clustering results compared to the traditional k-
medium algorithm implemented in the software environment R.  

Interpreting the results of clustering using an inductive model showed a significant 
effect of using such a methodology to identify the degree of influence of small, me-
dium and large enterprises on the socio-economic development of regions, which is 
largely confirmed by the results of other studies. However, some of the detected clus-
ters (for instance 6) contain ambiguous characteristics that do not allow them to be 
clearly interpreted. This indicates the need to use a larger array of output data or to 
combine this technique with other approaches to provide the most rational and reli-
able result that could be the subject of further scientific research.  
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