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Abstract. We propose a simple and effective methodology to index and
retrieve image features without the need for a time-consuming codebook
learning step. We employ a scalar quantization approach combined with
Surrogate Text Representation (STR) to perform large-scale image re-
trieval relying on the latest text search engine technologies. Experiments
on large-scale image retrieval benchmarks show that we improve the
effectiveness-efficiency trade-off of current STR approaches while per-
forming comparably to state-of-the-art main-memory methods without
requiring a codebook learning procedure.
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1 Intruduction

As part of the contributions of our thesis, we explore new approaches for making
image retrieval as similar as possible to text to reuse the technologies and plat-
forms exploited today for text retrieval without the need for dedicated access
methods. In a nutshell, the idea is to use image representation extracted from
a CNN, often referred to as deep features, and to transform them into a sur-
rogate text that standard text search engine can index. Our general approach
is based on the transformation of deep features, which are (dense) vectors of
real numbers, into sparse vectors of integer numbers that can be mapped in
term frequencies. Moreover, sparseness is necessary to achieve sufficient levels of
efficiency as it does for search engines for text documents. We introduce and eval-
uate a novel approach for surrogate text representation of deep features based
on Scalar Quantization (SQ).
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2 Surrogate Text Representation

We define a family of transformations that map a feature vector into a tex-
tual representation without the need for tedious training procedures. We require
that such transformations preserve as much as possible the proximity relations
between the data, i.e., similar feature vectors are mapped to similar textual doc-
uments. This basic idea was firstly exploited in [2], where the authors defined
the Surrogate Text Representation (STR) to represent a generic metric object,
i.e., an object living in a space where a distance function is defined [7]. The STR
of an object is a space-separated concatenation of some alphanumeric codeword
selected from a pre-defined dictionary. We observe that a surrogate text repre-
sentation for an object o of a data domain X can be obtained more generally by
defining a transformation

f : X → Nn

o 7→ fo = [f (1)o , . . . , f (n)o ] ,
(1)

where fo will act as the vector of the term frequencies of a synthetic text docu-
ment to with respect to a dictionary of n words. Given a dictionary {τ1, . . . , τn}
and the transformation f : Rm → Nn, we define the surrogate text to = STRf (o)
as

STRf (o) =

n⋃
i=1

f(i)
o⋃
j=1

τi (2)

where, by abuse of notation, we denote the space-separated concatenation of the
codewords with the union operator ∪. Thus, by construction, the integer values
of the i-th component of the vector fo is the frequency of the codeword τi in
the text STRf (o). For example, given fo = [1, 3, 0, 2] and a codebook {τ1 =
“A′′, τ2 = “B′′, τ3 = “C ′′, τ4 = “D′′}, we have STRf (o) = “ABBBDD′′.
Using this representation, the search engine indexes the text by using inverted
files, i.e., each object o is stored in the posting lists associated to the codewords
appearing in STRf (o). We demonstrate indexing and searching D-dimensional
vectors compared with the dot product, i.e. X = RD.

3 Scalar Quantization-Based Approach

The first step in our approach is the application of an random orthogonal trans-
formation to the vectors v → R(v − µ),q → Rq, where v and q are vectors of
database and query images, R is a random orthogonal matrix (‖R‖2 = 1), and
µ ∈ RD can be arbitrary chosen. The benefit of this transformation is many-
fold: a) it re-balances the variance of the components of the feature vectors [4],
thus preventing unbalanced posting lists in the inverted file; b) it is ordering-
preserving with respect to the dot-product: given a rotation matrix R ∈ RD×D
and a vector µ ∈ RD, then

∀q,v1,v2 ∈ RD q · v1 ≤ q · v2 ⇒ Rq ·R(v1 − µ) ≤ Rq ·R(v2 − µ) . (3)



Then, we transform the rotated vectors into integer term-frequency vectors
by scaling and quantization: v→ bsvc where b·c denotes the floor function, and
s > 1 is the quantization factor. This process introduces a quantization error
due to the representation of float components in integers that does not affect
the retrieval effectiveness. In summary, the SQ-based STR is obtained using
the transformation fSQ : v 7→ bsR(v − µ)c. For instance, suppose after the
random rotation we have the feature vector v = [0.1, 0.3, 0.4, 0, 0.2], by adopting
a multiplication factor s = 10, we obtain the term frequencies vector will be
fSQ(v) = [1, 3, 4, 0, 2], and thus STRfSQ(v) = “ABBBC C C C E E”.

In order to sparsify the term frequency vectors, that is, to cancel the less
significant components of the vectors, we adopt thresholding

vγ(i) =

{
v(i) if v(i) ≥ 1

γ

0 otherwise
, (4)

where v(i) indicates the i-th dimension of v. To optimize this step, we set µ of
Eq. (3) to the mean vector to obtain zero-centered components. Thresholding
alone ignores the negative components of the original real-valued feature vec-
tors, discarding useful information. In order to prevent this, before our proposed
transformation, we also apply the Concatenated ReLU (CReLU) transformation
to feature vectors, defined as v+ = max([v,−v],0), where max(·, 0) is applied
element-wise. Notice that in general, the CReLU operation is lossy since the dot
product between vectors is not preserved, i.e., v1 · v2 ≤ v+

1 · v
+
2 . However, this

transformation allows us not to completely neglect the negative components.

4 Experimental Evaluation and Discussion

To validate our approach, we extract R-MAC features [6] — a 2048-dimensional
real-valued feature vector — from the images of INRIA Holidays + MIR-
Flickr1M [3] — a standard benchmark for image retrieval. We evaluate our
approach for different values of the thersholding parameter γ. We compare with
Deep Permutations (DP) [1], a permutation-based STR approach. We generate
different sets of permutations from the original and CReLU-ed features by con-
sidering the top-k truncated sorting permutations at different values of k. We
also compared with state-of-the-art main-memory approximate nearest neighbor
algorithms based on Product Quantization FAISS [5]. For a fair comparison, we
use a configuration for FAISS which gives the best trade-off between effectiveness
and efficiency; we choose a relatively big code size (C = 1, 024) and optimal num-
ber of Voronoi cells (N = 16k), resulting in 1GB in main memory against about
0.7GB of our solution in secondary memory in the larger configuration. Since
FAISS methods need to learn a codebook from data, we report results with
two different training datasets: the indexed dataset itself, on which the mAP
evaluation is performed, and T4SA, an uncorrelated dataset of Twitter images.
Results in Figure 1 show a satisfactory trade-off trend between effectiveness and
query selectivity and the general benefit introduced by the CReLU preprocess-
ing. We notice that the impact of codebook learning on PQ-based methods is
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Fig. 1. Performance on Holidays + MIRFlickr1M dataset. The curves are obtained
varying k (for deep permutations), γ (for thresholded SQ), and the number of Voronoi
cell accessed P (for IVFPQ). Values of k and γ are reported near each point. The
horizontal line represents the mAP obtained using the original R-MAC vectors and
performing a sequential scan of all the dataset (brute-force approach).

really strong, and it could, in real applications, influence the scalability of the
system or require continuous codebook adjustments, forcing to re-indexing the
data periodically. Our solution has an intermediate performance but does not
require any training procedure and therefore any re-adjustments.
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