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Abstract. This paper presents the description of the system used by the
team Amrita CEN for the shared task on FACT (Factuality Analysis and
Classification Task) at IberLEF2019 (Iberian Languages Evaluation Fo-
rum) workshop. The goal of the task was to automatically annotate an
event with its factuality status. Factuality status is categorized into three
as Fact, Counter Fact and Undefined. Our proposed system predicts the
factuality of an event with a prediction accuracy of 72.1%. The classifica-
tion model for this task was trained using Random Forest classifier which
uses word embedding of the events as input features. The word embed-
ding of an event was generated by using Word2vec algorithm. Random
Forest was implemented by giving higher weights to minority classes and
lesser weights to majority classes so that more number of elements in the
minority class will be predicted precisely.

Keywords: Factuality classification · Spanish text · Word2vec · Weighted
Random Forest.

1 Introduction

In Natural Language Understanding (NLU), identification of the characteristics
of an event has greater significance. Factuality is one of the principal character-
istics of an event [1]. The factuality of an event shows the happening of an event
in the past or present. It also helps to know whether an event has not yet hap-
pened or it is just an illusion of a writer. However, in day-to-day conversations,
factuality of an event often expressed in a vague manner and thereby leaves some
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degree of ambiguity in the context of occurrence. This uncertainty is ubiquitous
in all sorts of situations [2] and hence makes the automatic prediction a tough
task. The accurate prediction of the factuality of an event is vital in deducing
various knowledge related to that event. The understanding of an event when it
is identified as a fact is different from the reasoning about that event when it is
recognized as a counter fact or an undefined event [3]. Therefore, the proper cate-
gorization of events into its actual factuality is very important and is widely used
in many applications such as temporal organization of events, sentiment anal-
ysis and opinion detection and question answering [3]. Despite its considerable
importance in NLU, this task is underexplored especially in Spanish. Wonsever
et al. [4] and Wonsever et.al [5] put significant effort in developing an annotated
corpora as well as automatic models for the analysis and classification of event
factuality in Spanish texts. But, still this research is in its fledgling stages.

Factuality Analysis and Classification Task (FACT) is a shared task orga-
nized as part of IberLEF2019 for recognizing the factuality of an event in a
Spanish text. In this task, events are tagged with three labels - Fact, Counter
Fact and Undefined. The goal of the task was to encourage the research in this
field through the development of computational models for the automatic predic-
tion of the factuality of an event. Our team, Amrita CEN developed a machine
learning model which used Word2vec [6], [7] for extracting features from the
event words and Random Forest algorithm [9] [10] for classification. We used a
weighted Random Forest algorithm [11] for classifying events because the num-
ber of instances in Counter Fact class was very less compared to other two classes
(Fact and Undefined). The performance of the model was evaluated using F1-
score (macro averaging) and accuracy score and our model achieved the scores
of 0.561 and 72.1% respectively.

2 Description of the task

The objective of the shared task ”FACT: Factuality Analysis and Classification
Task” was to classify the events expressed in Spanish texts as Fact, Counter
Fact or Undefined by considering their factuality status into account. The events
which belong to the category of ”Facts” are those events which are expressed
as real in either past or current circumstances. The ”Counter Facts” events are
those which never happened so far whereas the ”Undefined” events are neither
Fact nor Counter fact because the author was uncertain about the existence of
such events.

The training data contains 56 Spanish texts of which 4,343 events were la-
belled as Fact(F) or Counter Fact(CF) or Undefined(U). Among these labelled
events, the number of distinct event names was 2,053. 1,428 words in the vocab-
ulary occurred only once and the word with highest frequency of occurrence was
”es” with 171 occurrences. The word ”ha” also appeared more than 100 times
in the list with 162 appearances and is visible in the Figure 1 which shows the
frequency of occurrences of top 50 words and their counts in the training data.
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Fig. 1. Plot of the most frequently occurred 50 events and their counts in the training
data

Fig. 2. Plot of the most frequently occurred 50 events and their counts in the test data
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In the test data, there were 15 Spanish texts with 1,075 unidentified events.
Out of these 1,075 events, 715 were unique words and 580 of these unique words
were found only once in the dataset. Among these words, only 8 words existed
more than 10 times. Another interesting trend we found in both dataset was
that, out of 20 most frequently occurred events in the training set, 16 events
were present in the list of top 20 events in the test data with highest frequency
of occurrence. This trend can be observed in Figures 1 and 2.

Table 1. Statistics of the dataset.

Class label Number of instances

Counter Fact 255 (5.87%)
Fact 2917 (67.16%)
Undefined 1171 (26.96%)

3 System description

The training as well as testing dataset for the task were given as an XML file.
The first task was to extract features for the events from the data and represent
them in terms of vectors. Word embedding algorithms were used for this repre-
sentation. We tried both Word2vec3 and FastText4 [8] algorithms with varying
embedding dimensions and observed that Word2vec performs better than Fast-
Text in the classification. Various parameters used for building the Word2vec
model is given in the Table 2. We also observed that the embedding dimen-
sion beyond 300 didn’t produce a significant change in the performance of the
classifiers.

Table 2. Word2vec parameters.

Parameter Parameter value

Algorithm Word2vec
Embedding size 300
Window size 1
Minimum count 1
Aplha (Initial learning rate) 0.025
Workers 4
Sg 0 (Continuos Bag-of-Words)

We used various classification algorithms defined in the Scikit-learn (version
= 0.20.1) python library [12] for modeling the data. Random Forest (RF), Deci-
sion Tree (DT) and Näıve Bayes (NB) classifiers achieved reasonable accuracy.

3 https://radimrehurek.com/gensim/models/word2vec.html
4 https://radimrehurek.com/gensim/models/fasttext.html
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The performance of Support Vector Machine (SVM) was poor and hence we con-
cluded that, the word vectors were highly non-linearly separable. Among all the
classifiers, Random Forest achieved the best training accuracy. When the model
was trained with the word vectors as features, it was found that most of the data
points in Class ”CF” were classified as ”F”. The less number of instances in the
CF class in the training data was the reason for this misclassification. Confusion
matrix obtained for this modeling is shown in Figure 3.

Fig. 3. Confusion matrix for Random Forest classifier without using any balancing
scheme to deal with minority classes

Even though the model gave a good training accuracy of 90.74%, we decided
to use a weighted Random Forest classifier for training with the motivation to
increase the classification accuracy of minority class ”CF”. From, the confusion
matrix in Figure 3, it is clear that only 43.92% of ”CF” class was correctly clas-
sified as ”CF”. This may affect the performance of the system when tested with
unknown samples. Therefore, we applied a weighted Random Forest classifier.
It attained an overall accuracy of 88.46% which is relatively less than the un-
weighted Random Forest accuracy. However, when the class-wise classification
was analysed, most of the instances (71.76%) in ”CF” were classified as ”CF”
itself. The confusion matrix for the weighted Random Forest is shown in Figure
4. The weights used for ”CF”, ”F” and ”U” were 5.68, 0.5 and 1.24 respectively
which was computed using the Equation 1.

weights =
number of instances

number of classes× bin count (y)
(1)

Where bin count (y) is the number of instances in each classes.
The training performance of both unweighted and weighted Random Forest

is described in Table 3. We used accuracy score, macro-Precision, macro-Recall
and macro-F1-score evaluating the training model.
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Fig. 4. Confusion matrix for the weighted Random Forest algorithm

Table 3. Training scores of the classification.

Metrics Unweighted RF Weighted RF

Accuracy score 90.74 88.46
Precision 0.8756 0.7620
Recall 0.7576 0.8349
F1-score 0.7978 0.7879

The subset of parameters which were used to build the Random Forest clas-
sifier is presented in Table 4.

Table 4. Parameters of Random Forest classifier.

Parameter Parameter value

Splitting criteria Gini
Class weight Balanced
Number of trees in the forest 50
Minimum number of data points at the leaf 1

The shared task organizers used macro-F1-score and accuracy for evaluating
the predictions of class labels for the test data. Six teams participated in the
contest including the baseline system, of which our system scored the highest
both in terms of macro-F1 and accuracy. The results are shown in Table 5.

4 Conclusion

The identification of the factuality of an event is an important task in Natural
Language Understanding (NLU). The factuality of an event acts as an additional
feature for many Natural Language Processing (NLP) applications like question
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Table 5. Results of the FACT shared task.

Participant macro-F1 Accuracy

premjithb 0.561 72.1
Aspie96 0.554 63.5
jimblair 0.489 62.2
macro128 0.362 57.9
fact (baseline) 0.340 52.4
garain 0.301 51.2

answering and opinion detection. Automatic identification of an event as Fact
or Counter Fact or Undefined is a multi-class classification problem. In this
paper, we used weighted Random Forest classifier for learning the patterns in
the data which was represented using Word2vec algorithm. The model obtained
an accuracy of 72.1 and an F1-score (macro) of 0.561 when tested with a set of
unknown events.
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