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Abstract. Comments published on social media often contain aggres-
sive language that can have damaging effects on users. The severe con-
sequences of this problem, combined with the large amount of data that
users daily publish on the Web, require the development of algorithms
capable of automatically detecting inappropriate online remarks. In this
paper, we present our participation in IberLEF-2019: subtask MEX-A3T:
Authorship and aggressiveness analysis in Twitter: case study in Mex-
ican Spanish. Our main contribution is the development of a ensemble
learning system to detect aggressiveness in tweets.
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1 Introduction

With the growing prominence of social media like Twitter or Facebook, more and
more users are publishing content and sharing their opinions with others. This
content has the potential to be transmitted quickly, reaching anywhere in the
world in few seconds. Unfortunately, the comments often contain aggressiveness
language that can have damaging effects on social media users. The hate speech
detection includes different issues, such as: misogyny, xenophobia, homophobia,
cyberbullying, nastiness and aggressiveness. One of the strategies used to deal
with these online hateful behaviors and attitudes in social media is reporting or
monitoring this type of content with the main aim of limiting it. However, it is
difficult to monitor efficiently and automatic support techniques should be used.

Recently, a growing number of researchers have started to focus on studying
the task of automatic detection of hateful language online [6]. Moreover, some
national and international workshops and campaigns of evaluation have taken
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place focusing on the research in this issue in various languages, such as the
first and second editions of the Workshop on Abusive Language [9], the First
Workshop on Trolling, Aggression and Cyberbullying [7], which also included
a shared task on aggression identification, the tracks on Automatic Misogyny
Identification (AMI) [5] and on authorship and aggressiveness analysis (MEX-
A3T) [1] proposed at the 2018 edition of IberEval, the GermEval Shared Task
on the Identification of Offensive Language [10], the Automatic Misogyny Iden-
tification task at EVALITA 2018 [4], and finally the SemEval shared task on HS
detection against immigrants and women (HatEval) [3].

The severe consequences of this problem, combined with the large amount of
data that users daily publish on the Web, requires the development of algorithms
capable of automatically detecting inappropriate online remarks.

In this paper, we describe our participation in IberLEF-2019: subtask MEX-
A3T: Authorship and aggressiveness analysis in Twitter: case study in Mexican
Spanish [2]. This track proposes to detect the aggressiveness on Mexican Spanish
tweets providing texts containing offensive messages that disparage or humiliate
specific target.

The rest of the paper is structured as follows. In Section 2, we explain the
data used in our methods. Section 3 presents the details of the proposed systems.
In Section 4, we discuss the analysis and evaluation results for our system. We
conclude in Section 5 with remarks and future work.

2 Data

To run our experiments, we used the Mexican Spanish datasets provided by the
organizers in IberLEF-2019 subtask MEX-A3T: Authorship and aggressiveness
analysis in Twitter: case study in Mexican Spanish [2]. The dataset description
contains two files: one of them contains 7,700 Mexican Spanish tweets of the
training set (one tweet per line) and the other one contains the corresponding
labels of the 7,700 tweets of the training set (one label per line).The label has
two possible classes: 0 means ”non-aggressive”, 1 means ”aggressive”. The 7,700
tweets have been processed before releasing. The organizers have changed all
user mentions as @USUARIO.

During pre-evaluation period, we trained our models on the train set, and
evaluated different approaches with 10-fold cross-validation. During evaluation
period, we trained our models on the train and tested the model on the test set.
Table 1 shows the number of tweets used in our experiments.

Table 1: Number of tweets per MEX-A3T dataset

Dataset Non AG AG Total

Train 4,973 2,727 7,700

Test - - 3,156
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3 System Description

In this section, we describe how we addressed the identification of aggressive-
ness in Twitter, and in particular MEX-A3T organizers proposed a classification
task with the aim to distinguish aggressive tweet from the non-aggressive from
Mexican Spanish users.

3.1 Our classification model

In first place, we preprocessed the corpus of tweets provided by the organizers.
After the tokenization process, we carried out the following steps:

– Lower-case conversion data.
– Normalize URLs, emails, users mentions, percent, money, time, date expres-

sions and phone numbers.
– Unpack hashtags (e.g. #HechosReales becomes <hashtag>hecho reales

<hashtag>).
– Annotate and reduce elongated words (e.g. agresivooooooo becomes

<elongated>agresivo) and repeat words (e.g. !!!! becomes <repeated>!).
– Map emoticons.

In second place, an important step is converting sentences into feature vectors
since it is a focal task of supervised learning based sentiment analysis method.
Therefore, our chosen statistic feature for the text classification was the Term
Frequency (TF) taking into account unigrams and bigrams because it provided
the best performance.

During our experiments, the scikit-learn machine learning library in Python
[8] was used for benchmarking.

There are many combinations to implement a model when we apply different
classifiers with several parameters. Therefore, one of the most important step
was to find the best individual classifier for the problem. Table 2 shows the
results associated with each evaluated classifier in the training phase.

Table 2: Systems Results of train set

Classifier Acc P (1) P (0) R (1) R (0) F1 (1) R (avg) F1 (avg)

DT 0.7127 0.6018 0.7670 0.5581 0.7975 0.5791 0.7127 0.7101

SVM 0.765 0.7037 0.7986 0.6043 0.8604 0.6502 0.8284 0.7393

MultinomialNB 0.7477 0.6335 0.818 0.6821 0.7836 0.6569 0.8005 0.7287

LR 0.7357 0.7058 0.7941 0.5911 0.8649 0.7626 0.828 0.7668

RF 0.7378 0.791 0.7275 0.3513 0.9497 0.4869 0.8239 0.6554

Vote 0.7727 0.7069 0.8018 0.6120 0.8608 0.0.6561 0.7727 0.7686
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After doing several experiments with each classifier independently, we came
up with LR, MultinomialNB and SVM classifiers. In order to improve the per-
formance of each classifier, we choose the best optimization of the parameters in
each of them. For the first LR classifier we use the parameter penalty equal to
l1 and for the SVM classifier we use the linear kernel.

After seeing the results in Table 2, our last classification model based on Vote
ensemble classifier combined three individual algorithms: Logistic Regression
(LR), Multinomial Naive Bayes (MultinomialNB) and Support Vector Machines
(SVMs). We have also tested with other models such as Decision Tree (DT) and
Random Forest (RF) but we have obtained better results with the combination
of the three algorithms mentioned above. In Figure 1, it can be seen our model.
We train our model with the training set and we evaluated it with the test set.

Training set

Logistic 
Regression

P1 P2

Voting

Final 
Prediction

Predictive 
Model

Test set

Naive 
Bayes SVM

P3

Fig. 1: System architecture.
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4 Analysis of results

The system has been evaluated using the official competition metric, the macro-
averaged F1-score. It has been computed as follows:

Macro-F1 =
2 ∗ Macro-Prec ∗ Macro-Rec

Macro-Prec + Macro-Rec
(1)

The results of our participation in subtask MEX-A3T of IberLEF Workshop
during the evaluation phase can be seen in Table 3.

Table 3: System Results per participating team in subtask MEX-A3T of IberLEF
Workshop.

User name (ranking) F1 F0 Macro-F1

INGEOTEC(1) 0,4796 0,8131 0,6464
Casavantes (2) 0,4790 0,8164 0,6477
Baseline (Trigrams) (9) 0,4300 0,7860 0,6080
Baseline (BoW) (17) 0,3690 0,7830 0,5760
mdmolina (21) 0,2990 0,8232 0,5611
Aspie96 primary (26) 0,2682 0,7939 0,5311

In relation to our results, it should be noted that we achieve better score
in case of the class Non AGG (F1: 0.8232). However, our system is not able to
classify well the AG class (F1: 0.299).

With respect to other users, we were ranked in the 21th position as can be
seen in Table 3.

5 Conclusions and Future Work

In this paper, we describe our participation in IberLEF-2019: subtask MEX-
A3T: Authorship and aggressiveness analysis in Twitter: case study in Mexican
Spanish [2]. To carry out the task, our classification model is based on Vote
ensemble classifier combined three individual algorithms.

For the machine learning approach, we have studied several supervised classi-
fiers: Decision Tree, Support Vector Machine, Multinomial Naive Bayes, Random
Forest and Logistic Regression, and the use of n-grams features. It has been ob-
served that when we apply as feature the combination of unigrams and bigrams
the Macro F1-score increases in all classifiers. Taking into account the three
best classifiers studied, we have combined them via a majority voting ensemble
classifier.

In conclusion, we consider that the automatic detection of aggressive lan-
guage in textual information in general, and in social media in particular, is a
very interesting and challenging problem. Besides, we should add the problem of
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the different languages and variety of dialects that the Spanish language has, for
example, Mexican or Colombian Spanish. Thus, much work needs to be done be-
fore an accurate system is finally achieved. Therefore, we will continue studying
the problem for different tasks related to hate speech and languages. In par-
ticular, since the studies concentrating on Spanish are scarce, we will continue
developing systems for detecting hate speech in Spanish and its dialects, as it is
one of the most widely spoken languages in the world.
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