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Abstract
Spatial prepositions in the English language can be used to denote a vast array of configurations
which greatly diverge from any typical meaning and there is much discussion regarding how their
semantics are shaped and understood. Though there is general agreement that non-geometric aspects
play a significant role in spatial preposition usage, there is a lack of available data providing insight
into how these extra semantic aspects should be modelled. This paper is aimed at facilitating the
acquisition of data that supports theoretical analysis and helps understand the extent to which
different kinds of features play a role in the semantics of spatial prepositions. We first consider key
features of spatial prepositions given in the literature. We then introduce a framework intended
to facilitate the collection of rich data; including geometric, functional and conventional features.
Finally, we describe a preliminary study, concluding with some insights into the difficulties of
modelling spatial prepositions and gathering meaningful data about them.

2012 ACM Subject Classification Computing methodologies → Natural language processing; Com-
puting methodologies → Lexical semantics
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1 Introduction

Spatial prepositions in the English language can be used to denote a vast array of configura-
tions which greatly diverge from any typical meaning and there is much discussion regarding
how their semantics are shaped and understood. Though there is general agreement that
non-geometric aspects play a significant role in spatial preposition usage, there is a lack of
available data providing insight into how these extra semantic aspects should be modelled.

This paper is aimed at facilitating the acquisition of data that supports theoretical
analysis and helps understand the extent to which different kinds of features play a role in
the semantics of spatial prepositions. We first consider key features of spatial prepositions
given in the literature. We then introduce a framework1 intended to facilitate the collection
of rich data; including geometric, functional and conventional features. Finally, we describe
a preliminary study, concluding with some insights into the difficulties of modelling spatial
prepositions and gathering meaningful data about them.

1 github.com/alrichardbollans/spatial-preposition-annotation-tool-blender/
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2 Background

Regarding the names of the objects being discussed we use figure (also known as: target,
trajector, referent) to denote the entity whose location is important e.g. ‘the bike next to
the house’ and ground (also known as: reference, landmark, relatum) to denote the entity
used as a reference point in order to locate the figure e.g. ‘the bike next to the house’.

2.1 Semantic Complexity
Initial attempts to understand and model spatial language naturally focused heavily on
geometry. However, as has been recognised in the past couple of decades, spatial constraints
are not enough to fully characterise spatial prepositions [1, 5, 6, 10, 14]. The use of prepositions
is determined by geometric, functional and conventional considerations, as evidenced in
[5, 8, 10].

Talmy [25] introduced and highlighted the importance of ‘force-dynamics’ in language and
cognition, considering the force interactions of objects as a primitive notion that pervades
language through metaphor. This work inspired future researchers to pay more attention to
the force interactions present; most notably in the investigations of [6, 10] which considered
the interactions of geometry and functionality in spatial semantics, in particular highlighting
that the functional control of the ground over the figure strongly influences preposition usage.

Garrod et al. [10] give the well-cited example that a pear may be considered as in a bowl
when it is not even partially contained by the convex hull of the bowl — if it is sat on top
of a pile of other pears in the bowl. We also see examples of this in our collected data. It
has also been shown that the way objects are labelled and conceptualised affects preposition
use. Coventry et al. [5] found that when given exactly the same scene of an object on a
plate/dish, humans will describe the configuration as in when the ‘plate’ is labelled as a dish,
and on when labelled as a plate. It is suggested that this is due to the affordances associated
with the concepts ‘plate’ and ‘dish’.

Following [22], we therefore believe that a full semantic account of spatial prepositions,
particularly for on and in, ought to include distinct functional & conventional components in
order to (1) be closely aligned with human usage and understanding and (2) aid automated
interpretation and generation of spatial expressions.

2.2 Related Work
The work of Platonov & Schubert [21] is closely aligned with the current work. In order to
create and test a computational model of spatial prepositions they also generate 3D scenes
to annotate. The annotations are created via two separate tasks, a ‘Truth-Judgement Task’
and a ‘Description Task’. In both tasks participants are shown screenshots of the scene. In
the truth judgement task participants are asked if a preposition is fitting for two objects,
e.g. ‘Is the cube on the table?’, and respond by selecting an option from ‘Yes’, ‘Rather Yes’,
‘Uncertain’, ‘Rather No’, ‘No’. In the Description Task participants are given an object, by
referring to the object label e.g. ‘Where is Pencil 1?’, and asked to provide a description of
the location of the object. On the whole, despite some minor deficiencies2, this represents
a valuable groundwork for our framework, which we enrich by supporting tasks in 3D
environments (instead of screenshots) where participants can navigate the scenes and select
objects. We believe that such additional features may be crucial for the integration of certain

2 Many annotations were obtained from blocks world environments or simple uncluttered indoor scenes.
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pragmatic factors in different tasks as well as provide more flexibility for the exploration of
borderline geometrical configurations. Moreover, Platonov & Schubert’s framework does not
seem to be intended for reuse by different projects.

There exist some wide-ranging annotated datasets, see [9, 27], however the annotations
are not restricted to spatial language and many of the datasets are image-based so extracting
meaningful features is extremely difficult.

Many experimental studies have been conducted over the past couple of decades into
particular aspects of spatial prepositions; however these are either image-based [2, 7, 15,
17, 19] or in real environments [10, 20, 26] where feature extraction is difficult; or in very
constrained/simple environments [8, 11, 12, 16].

Overall, we find that there is a lack of detailed geometric, functional and contextual
data which hinders the capacity to properly investigate the semantic complexity of spatial
prepositions and provide pragmatic analysis on how they are used to achieve communicative
success.

3 Framework

Our framework1 is built on the 3D modelling software Blender3. This software allows 3D
scenes to be created, which can then be converted into annotation environments using the
built-in game engine. Scenes are easy to create, simply taking the given scene template and
populating it with objects, see the GitHub repository1 for instructions. See Figure 1 for
a screenshot of a scene from our study (some object labels have been added but were not
visible for participants during the study). To allow for easy selection, objects in the scene
are indivisible entities e.g. a table in the scene can be selected but not a particular table leg.

Figure 1 Example Scene

Once a scene has been created, a python script is run in order to create distinct tasks
from the scene. Two tasks that we used for our preliminary study are described below.

3 https://www.blender.org/

https://www.blender.org/
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3.1 Tasks

The framework initially provides two distinct tasks with which our preliminary study was
conducted — a Selection Task and a Description Task. The Selection Task was designed to
efficiently collect large amounts of data regarding the semantics, with minimal pragmatic
considerations. The Description Task provides more focused data which is intended to aid
pragmatic analysis and test models of figure selection. In both tasks, participants are given
a first person view of a scene which they can navigate using the mouse and keyboard.

In the Selection Task participants are given a preposition on screen and asked to select all
figure-ground pairs in the scene which fit the preposition. Once they have selected all pairs
they believe to be admissible they are shown another preposition and asked to repeat the
process. As the output of each selection is a figure, preposition and ground no post-processing
is required to identify these. In our preliminary study, we limited this task to prepositions
we believe to have a functional component along with those prepositions that seem to act as
a geometric counterpart: ‘in’, ‘inside’, ‘on’, ‘on top of’, ‘against’, ‘over’, ‘under’, ‘above’ and
‘below’.

In the Description Task objects are highlighted and participants are able to type in
a spatial description of the object. In our preliminary study we asked participants to
give descriptions of the object locations using a definite description, in the format figure
+ preposition + ground e.g. ‘the guitar by the bookshelf’. We also allowed the use of
multiple prepositions if the participant deemed it necessary e.g. ‘the cup on the table near
the lamp’. In order to increase the number of annotations containing prepositions with a
functional component, while still allowing participants a choice of natural descriptions, we
asked participants to only use the prepositions in the Selection Task plus ‘to the right of’,
‘to the left of’, ‘in front of’, ‘behind’, ‘near’, ‘next to’, ‘at’.

3.2 Feature Extraction

The use of virtual 3D environments allows for the extraction of a wide range of features that
would not be immediately available in real-world or image based studies.

3.2.1 Geometric Features

Geometric features (distance between objects, object size etc..) are relatively simple to extract.
We made use of and adapted some existing code4 for this purpose, see [21]. The geometric
features extracted are all quantitative rather than qualitative and some simplifications have
been made. For example, we measured containment as the proportion of the bounding box
of the figure that is shared with the bounding box of the ground. This measure may be
improved by refining how the shared volume is calculated (e.g. by using convex hulls rather
than bounding boxes) or by distinguishing separate parts of the ground where overlaps with
the figure are more important (e.g. the containable inside [4] of the ground). However,
calculations involving convex hulls can become computationally expensive and automated
demarcation of such salient parts of objects is a non-trivial task.

4 https://github.com/gplatono/SRP/tree/master/blender_project Date Accessed: 22/11/2018

https://github.com/gplatono/SRP/tree/master/blender_project
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3.2.2 Functional Features
There are two particular functional notions that appear over and over in the literature:
‘support’ and ‘location control’. It is often considered that ‘on’ expresses the functional notion
of ‘support’ while ‘in’ expresses ‘location control’ [3]. We take ‘support’ to express that
the ground impedes motion due to gravity of the figure, while ‘location control’ expresses
that moving the ground moves the figure. By including these features in our data we
hope to provide significant support for the theories of [6, 10]. Rather than attempting to
formally define these notions, as in [13], following Sloman [23] we quantified these notions via
simulation using Blender’s built-in physics engine. To assess the degree to which a ground
gives support to a given figure, we measure the change in vertical position of the highest
point of the figure when the ground is removed from the scene. We then normalised this
measure by dividing by the height of the ground.

For simplicity, we have used this support measure as a proxy for location control as it is
easier to quantify and calculate from a scene. Further, the notions are conceptually quite
similar and there are findings to suggest that the notions of containment and support are
closely related in humans’ conceptual framework [18].

3.2.3 Conventional Features
In order to assess the degree to which non-contextual features affect preposition use, we
used ConceptNet [24] to gather object properties. ConceptNet is a large-scale relational
knowledge base for commonsense knowledge, taking information from multiple crowd-sourced
projects. Currently, we only considered a single commonsense feature — to discern whether
the ground object is considered a container. To do this, for a given ground, we extracted the
weight of the ‘IsA’ edge between the ground and the concept ‘container’.

4 Preliminary Study

In this section we describe a preliminary study carried out with our framework and discuss
the results. See the GitHub repository1 for the collected data.

We created three separate virtual indoor environments which were each limited to around
60 household objects. Each scene contained a robot and for the Description Task the
participants were asked to describe the objects in such a way that the robot would pick up
the correct object in order to bring it to them. We chose to only highlight objects which were
not uniquely identifiable in the scene by their name i.e. where there were multiple objects of
the same type in the scene.

4.1 Session & Resulting Data
To carry out the study we hosted a session in one of our computing labs and invited
participants from across the university campus to take part5. We asked participants to
complete either the Selection Task or Description Task in one of our scenes. Participants
were given a brief introduction to the study and instructions on how to complete the given
task along with explanations of key terminology6. All participants were asked to create

5 Ethics Approval Code: 271016/IM/216. Participants were given the incentive of free pizza.
6 See GitHub repository1 for instructions that were given.
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Table 1 Selection Task: Total number of selections made for each preposition & the number of
distinct configurations selected

Preposition Above Over Below Under Against In Inside On On top of
Selections 103 15 32 71 53 27 29 208 171
Distinct

Configurations 83 14 30 65 46 15 15 149 91

annotations for ten minutes. 23 native English speakers participated, of whom 13 performed
the Selection Task and 10 performed the Description Task.

For the Selection Task only minimal cleaning of the data was required. We removed one
user that appeared to give selections at random (52 Selections). We also removed annotations
repeated by the same user (153 Selections), annotations in which the same object was selected
for figure and ground (19 Selections) and also annotations where a user had selected a pair
of objects twice but reversing the figure-ground selection (11 Selections). Also, during the
study participants stated that they had wanted to select the room to say there was objects
‘in’ or ‘inside’ it. We therefore removed annotations that we believe were intended for this
purpose (4 Selections). Post-cleaning, we obtained 709 annotations in the Selection Task; see
Table 1 for a breakdown of selections by preposition.

We obtained 245 annotations in the Description Task. We did not clean this data in any
way but singled out ‘simple’ descriptions (consisting of a single figure, ground and preposition)
to make analysis easier. We applied the off-the-shelf NLTK7 Part-Of-Speech (POS) tagger,
which labels each individual word with a POS tag, to find the simple descriptions. We added
some hard-coded rules to deal with prepositional phrases of more than one word which are
present in our data. This left some issues regarding more complex noun phrases e.g. ‘the
book on the square table’ where the parser identifies three nouns — ‘book’, ‘square’ and
‘table’. However, on the whole most of the simple phrases were identified and the phrases
identified as ‘simple’ were indeed simple. There are 114 such ‘simple’ descriptions.

In the following sections we look at potential insights gained from the preliminary study,
focusing on ‘in’ and ‘on’.

4.2 Selection Task
Containment & Containers

Apart from the exception of the bookcase, regardless of the geometric and functional relations,
users annotating our scenes would only select ‘in’ for a pair of objects if the ground was a
container8. We believe this sort of insight is potentially useful for systems aiming to generate
realistic natural language expressions and in making pragmatic inferences related to possible
descriptions of an object.

Similarity of ‘in’ & ‘on’

We found that there was significant overlap between ‘in’ and ‘on’. This highlights some of
the complexity of modelling this language; borderline scenarios are common and often more
than one preposition can be used in a given situation. Out of the 15 distinct configurations

7 http://www.nltk.org/ Date Accessed: 05/11/18
8 We call an object a container if there exists an ‘IsA’ edge between it and ‘container’ in ConceptNet.

http://www.nltk.org/
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Table 2 Success of simple models

Proximity Containment
Preposition On On top of In Inside Against In Inside
Correct 25 8 6 1 2 6 1
Incorrect 27 4 1 1 1 1 1

Unmatched 3 2 4 0 0 4 0

that were selected as ‘in’, 12 of them were also selected as ‘on’. We believe there were two
main reasons for this: ambiguity of the ground’s role as a container & the ground being a
container but the relationship between figure and ground being typical for ‘on’. For five of
these configurations it is ambiguous whether the ground is a ‘container’ e.g. books were
labelled as both ‘in’ and ‘on’ the bookcase/shelf. We believe this may partly be explained by
synecdoche i.e. the bookcase is being used to refer to one of its particular shelves which the
book is on. We also believe this is partly due to the fact that ‘in’ is generally used where the
ground is a container, and it is somewhat ambiguous as to whether a bookcase is a container
or not and therefore whether ‘in’ or ‘on’ is suitable. For another five of these configurations
the ground is a container, but the relationship between the figure and ground is near the
typical notion for ‘on’, for example ‘banana’ and ‘bowl’ in Figure 1.

Location Control & Support

A key aspect that we wanted to analyse was the role of functional features. Support appears
important to ‘on’ — the average value of support for ‘on’ was 0.72 compared to an average
for all prepositions of 0.41. However, this measure by itself was not indicative of ‘in’, having
an average value of 0.4. We believe, however, that this measure will be more informative in
a more nuanced model that accounts for the distinct but related meanings, or polysemes, of
‘in’. These results suggest that refinements of our data collection are necessary in order to
make any significant claims.

The Selection Task relied on the thoroughness of participants in selecting all admissible
configurations for each preposition, however we found that our scenes likely contained too
many objects for this to be a reliable outcome for every participant. This hampered our
efforts to provide any significant analysis.

4.3 Description Task
Detailed Semantics & Communicative Success

Many computational models of spatial prepositions achieve some success when only accounting
for relatively simple geometric features. It is evident that in order to locate items when given
a spatial description (given that all the objects in the scene are known), one can usually
achieve a high degree of accuracy without a detailed semantic model. We expect that, when
given a locative expression, these sorts of models would often be sufficient to locate the
figure.

Moreover, though prepositions may encode a large amount of information and the speaker’s
choice of preposition is dependent on many features, some often imply proximity and this
alone can be useful in locating the figure object. We imagine that ‘in’,‘on’,‘by’,‘at’ and
‘against’ expressions can often be successfully decoded by only considering proximity to the
ground.
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To test this we constructed simple models that would take a definite description as input
and output an object from the scene. Given an expression ‘figure + preposition + ground’
e.g. ‘the book on the table’, the models would first find all possible figure-ground pairs e.g.
all possible books and tables in the scene. The Proximity Model would then output the
figure object where the pair has the shortest distance. The Containment Model would output
the figure object where the pair has the highest degree of containment. See Table 2 for the
results of these models9.

Note that due to the ambiguous nature of many of the given descriptions (discussed
below), it is not possible to give an accurate measure of the success of these models. These
results, however, indicate that simple strategies can often be successful.

Though in general simple solutions can be useful for the problem of figure selection in
indoor environments, it is clear there are situations where more nuance in the model would be
necessary. It is also not clear that such simple models would be robust enough to be reusable
across different domains and tasks. Moreover, we expect that a more detailed picture is
necessary for the purposes of language generation. However, we need to conduct further
studies to clarify this.

Pragmatics & Overcoming Ambiguity

We hoped that participants would give descriptions that were ambiguous (e.g. ‘the book on
the table’ where there are two instances of a book on a table) that would be unambiguous in
practice due to pragmatic considerations. Such pragmatic considerations may encapsulate a
wide variety of world-knowledge, from relatively shallow features such as object occlusion to
more task-dependent and commonsense factors such as proximity of an object to the speaker,
as well as semantic knowledge, such as the acceptability of potential descriptions.

When analysing the ‘simple’ descriptions given by participants (containing only one
preposition), even as a human, many appear genuinely ambiguous e.g. ‘the notebook on the
table’ in Scene 2 (see Figure 1). This could be as a result of participants not being fully
aware of all the objects in the scene, not having properly read the instructions or that the
aim of the task was not made clear enough. Further, to discern pragmatic strategies used by
participants it is necessary to focus on a specific pragmatic aspect as otherwise the problem
is too varied and complex. As a result, we were unable to provide any meaningful pragmatic
analysis. Further study is necessary and modifications need to be made in order to ensure
the collected data is useful in future.

5 Conclusions

In this paper we have introduced our framework for collecting data on spatial prepositions
and discussed a preliminary study conducted. By creating a framework that allows for
the collection of rich data on spatial prepositions which includes geometric, functional and
conventional features, we intend to begin a process of providing large-scale support for
theoretical claims in the field, which will hopefully help not only to clarify their semantics but
also to develop appropriate strategies to model them. Along these lines, our preliminary study
has given some tentative insights and highlighted aspects of our data collection methodology
that need further refining.

9 Objects were unmatched where a suitable ground was not recognised.



A. Richard-Bollans, L. Gómez Álvarez, B. Bennett, and A. G. Cohn 55

6 Future Work

In order to build upon the current work, based on some of the discussion provided here,
we are extending and improving upon the existing framework and running further studies.
We have split the Selection Task into two separate tasks so that we can provide a more
meaningful and robust analysis. One task shows participants a specific configuration and
asks which prepositions could be used to describe it. This means that we are less reliant on
participants being thorough and also can collect non-instances of a preposition. A second
task shows participants a ground object as well as potential figure objects and asks them to
select the figure object that best fits a given preposition. This will allow us to directly assess
how features influence the typicality of spatial prepositions. The data collected in these
first two tasks will be used to inform a prototype dialogue system that will be implemented
in a description task. This task will take the form of a game, such as the user providing
descriptions to collect objects in a scene for some task where they are given a score based on
their performance. Our prototype system will be used to interpret the user’s description and
if it guesses correctly, the object will disappear from the scene and be added to the users
inventory. Finally, in order to facilitate larger ongoing studies, we have created an updated
web version of our framework which is currently online10.
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