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Abstract. In this paper, we propose the task of argument explicitation,
a task that makes the structure of a natural language argument explicit,
as well as the background knowledge the argument is built on, in the form
of implicit premises or contextual knowledge. The purpose of argument
explicitation is to support the understanding of an argument by providing
users with an end-to-end analysis that offers a critical assessment of
arguments including identification of argument weaknesses. Besides, the
results of the argument explicitation process can be used by machines to
retrieve similar arguments as well as counter-arguments. We propose a
framework for argument explicitation that joins a variety of AI and NLP-
based argumentation mining sub-tasks that by now have mostly been
treated separately in the literature. We identify the challenges this task
entails, while at the same time highlighting the opportunities brought by
the recent development of structured, external knowledge sources.

1 Introduction

The analysis and use of Argumentation in natural language texts is an active
field of research in Artificial Intelligence. Common lines of work include the
identification of argumentation units [32, 44, 50, 52] and relations [11, 36, 40, 50],
the measurement of argument quality [24,57] and the synthesis of argumentative
texts [56]. While many tasks in natural language processing (NLP) can be solved
with surprising accuracy using only surface features, tasks relating to argumen-
tation often require a deeper understanding of the reasoning behind a line of
argumentation.

In this paper, we discuss the problem of providing explanations for arguments,
giving an account of the opportunities and challenges this involves. We define the
task of explicitation of arguments whose purpose is to support the understanding
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of a given argument by providing either end users or a computational system
that tries to interpret an argument, with a structured and semantically founded
analysis of the argument and to enrich it, if necessary, with explanations of
otherwise implicit information that is crucial for the logics and understanding
of the argument. This task brings together multiple research directions, some
of which have already been investigated in the literature – however mostly in
theoretical, as opposed to computational approaches. Indeed, we emphasize that
while many of the challenges have been long debated in philosophy and logics
communities, there are very few accounts of them in the NLP and modern AI
communities, where these questions are now only starting to be addressed.

Argument explicitation is important in order to support end-users to criti-
cally judge natural language arguments. The need for systems that are able to
perform argument explicitation has become particularly critical in the light of
the current wave of references to “fake news”. Explicitation of how the stated
premises support or attack a given conclusion, as well as the provision of a full-
fledged argument structure can shed light on both validity (does the conclusion
follow logically from the premises?) and soundness (are the premises true?) of
arguments. Beyond a purely logical account of argumentation, as one end of
the extreme, or recourse to fact checking to corroborate the truth of premises
on the other, argument explicitation aims at making explicit any background
knowledge relevant for the understanding of the argument, either in the form
of implicit premises, or relevant facts, states of affairs, or relations that connect
explicitly stated argument components in a meaningful way.

In this paper, we discuss notions of explanations known in other contexts
and motivate a new kind of explanation that is targeted to the explicitation of
natural language arguments that makes the knowledge and the mechanisms of an
argument explicit (Section II). We will distinguish different facets of argument
explicitation and what specific kinds of knowledge are required for them (Section
III). In Section IV, we discuss different types of argument explicitation and
what kinds of explanations we can expect from them, in view of a content-
based assessment of the validity, strength and quality of an argument. Section V
summarizes our findings and concludes with an outlook on promising first steps
towards a computational account of argument explicitation.

2 Explaining Arguments

2.1 Explaining Arguments with Deductive Reasoning

Researchers in the field of Logics consider arguments as logical formulas: the
truth of the conclusion is a logical consequence of the truth of the premises. In
this setting, the logical proof that establishes the entailment or inconsistency
serves as an explanation of the respective relation. Consider the following exam-
ple inspired from Walton and Reed (2005) [59]:

Example 1. Drastic decline in natural life is cause for alarm. Toads and frogs
are forms of natural life and there is a drastic decline in toads and frogs. Hence,
there is a cause for alarm.
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Premise 1 ∀x, natural life(x) ∧ drastic decline(x)⇒ alarm(x)
Premise 2 natural life(toads and frogs)
Premise 3 drastic decline(toads and frogs)

Conclusion alarm(toads and frogs)

Fig. 1. Example of formal logics-based explicitation of the argument in Example 1.

The example shows a syllogistic argument whose formalization is available
in Figure 1. Given the formalization, an automated reasoner such as a Prolog
reasoner can validate the argument. However, looking at this argument from the
perspective of an everyday argument, it is straightforward to recognize several
problems that reach beyond its deductive validity.

First, the text of the exemplified argument is rather unnatural, as the state-
ment toads and frogs are forms of natural life is very unlikely mentioned in an
everyday argument but it is most often implied. However, without it, the argu-
ment becomes deductively invalid, since it would miss Premise 2 in Fig. 1. Most
everyday arguments would face this problem. Arguments with unstated premises
are called enthymemes [60] and we get back to them in the following sections.

Second, the argument’s soundness is not beyond doubt. While the second
premise would appear to be true to the majority of people, the truth of the
first and third premises pertains to a higher level of subjectivity (when is decline
drastic?). Indeed, in informal reasoning, counter-arguments question the validity
of arguments as well as their soundness.

Thus, everyday arguments cannot be modeled in a deductive framework [59].
These arguments, whose conclusion can be defeated by either defeating the
premises, or by adding new premises, are called defeasible arguments. In the
following, we focus particularly on types of explicitations suitable for them.

2.2 Explaining Arguments with Informal Reasoning

In the informal reasoning literature, we identify several types of explanations
each fulfilling a particular role, in different contexts:

Explanation as a discursive act has the function of providing reasons in sup-
port of an accepted conclusion [9,34,38]. In this regard, an explanation differs
from an argument, as the explanation does not aim to prove the validity of
the conclusion (which is the role of an argument), but rather considers the
conclusion as being valid, and tries to provide the reasons for the occurrence
of the event or state of affairs expressed by the conclusion.

Explanation as hypothesis occurs particularly in the context of abduction -
the method of creating new hypotheses to explain unexpected observations,
e.g. in the context of scientific literature [28,53,55].

Explanation for transparency is applied to enrich automatic systems with
an output functionality that aims to inform the end-user with all the knowl-
edge and processes used by the system for producing its primary output. This
is the most common type of explanation in artificial intelligence [2, 43,46].
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In this paper, we discuss a new type of explanations, called argument ex-
plicitation: the explanation of an argument with the specific purpose of making
the knowledge and mechanism of the argument explicit. The recent advances
in natural language understanding and the availability of structured knowledge
bases bear many opportunities to tackle some of the hard problems that this
task entails.

3 Argument Explicitation

Broadly, the task of argument explicitation that we address consists of two sub-
tasks. The first task – argument analysis – is concerned with analyzing the text
in order to identify the argument components (e.g., premises and conclusion) and
the overall structure of the argument. The second task – argument reconstruc-
tion – is concerned with making explicit any unstated, but implicit premises,
as well as implicit connections between concepts mentioned in argument com-
ponents, in terms of background knowledge. Most of the AI and particularly
computational linguistics research in argumentation focuses on the first sub-
task [35], [39], [18], [32, 50], [3]. The second sub-task has by now been mainly
addressed from a theoretical, or philosophical perspective by Walton and Reed
(2005) [59], who reconstruct enthymemes (arguments with unstated premises)
with argumentation schemes.

In the area of the argument analysis task, three very recent contributions
outline the need for understanding argumentation on a deeper level. One inves-
tigation [37] shows that predictions of a state-of-the-art argumentative relation
classification system are mostly driven by contextual shallow discourse features,
while the model pays only little attention to the actual content of an argument.
The need for deeper understanding of the content of the argumentative text has
also been acknowledged with respect to the argumentative reading comprehen-
sion task (ARC)4 [8]. The approach of Kobbe et al. (2019) [27], takes a step
in this direction, but their knowledge-augmented model only marginally outper-
forms the linguistic baseline. Deeper understanding of arguments is even more
crucial for the task of argument reconstruction, and as long as argument anal-
ysis is only achieved at a shallow level, there is very little hope for successful
argument reconstruction on top of it. In light of these observations, we point out
the kind of knowledge that such a system must access, model and integrate.

Knowledge about natural language is by far the most exploited type of
knowledge in the literature with respect to argument mining. However, such
knowledge has many facets, but it is by now only captured by relatively
shallow features, such as discourse markers that indicate argument compo-
nents (see e.g. [40]), or implicitly captured through training feature-based
classifiers and recently, neural models (cf. [33, 49,51]).

Knowledge about argumentation has been extensively researched, mostly
in the philosophical literature. Here, multiple ways of modelling arguments
have been proposed, including patterns of defeasible reasoning [14].

4 SemEval-2018: https://competitions.codalab.org/competitions/17327
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Background knowledge has probably been the most neglected type of knowl-
edge in the current state of the art of argument analysis. Early argument
comprehension systems [1, 5] made heavy use of hard coded, very precise
domain knowledge. At the same time, in philosophy we encounter Schank’s
scripts [45] as the most referenced representation of domain knowledge for
both argument comprehension and reconstruction [60]. Nonetheless, apart
from very recent work of Botschen et al. [8] and Kobbe et al. [27], little
progress has been made in using domain knowledge for argument compre-
hension and reconstruction. Recent work investigated the reconstruction of
implicit knowledge in argumentative texts by way of manual annotation [4,7],
but computational reconstruction approaches are still out of sight.

We claim that automated argument explicitation must model and reason with all
of these complementary types of knowledge. In the following, we detail some of
the sub-tasks of argument explicitation, focusing particularly on the challenges
that can be addressed by, or that require exploiting background knowledge.
We think that advances in the availability of large-scale knowledge bases bring
significant opportunities in this direction.

3.1 Model-based Explicitation

In order to understand how and why defeasible arguments work, multiple argu-
ment models have been proposed. Generally these models aim to classify argu-
mentative units on a more granular level than the generic premise/conclusion
classification. In the following, we describe two of the most popular such models,
and illustrate how we envisage argument explicitation based on them. However,
we do not exclude the explicitation based on other models, such as the seven-step
argument analysis approach of Scriven [47].

Toulmin Model-based Explicitation In research on argument analysis, one
of the most well-known models for arguments is the Toulmin model [54]. It
was defined particularly for legal arguments, but has since proven its suitability
for a wide range of arguments [26]. This model defines five types of argument
components, whose identification facilitates argument understanding.

claim is the statement that the argument intends to prove, and is analogous to
the conclusion in other argumentation models;

datum is a statement of a fact, or evidence that supports the claim;

warrant is a statement that provides the connection between claim and datum,
facilitating the datum to support the claim;

backing is a statement that justifies why the warrant holds;

qualifier is a statement that indicates the strength of the warrant;

rebuttal is a statement of an exceptional case whose occurrence would remove
the authority of the warrant.
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Fig. 2. Example of an argument structure following Toulmin’s model

Figure 2 shows a classical example [54] of an argument modelled with the
Toulmin scheme. An important challenge for explicitating natural language ar-
guments with the Toulmin model is that most often, not all the components are
present in the text. Consequently, a legitimate goal of argumentation explicita-
tion can be to (i) signal the lack of specific argument components to the end
user, to support her judgment of the validity of the argument, or (ii) to identify
and provide such missing argument components from Toulmin’s scheme, such as
Data, Warrants or Backups, to complete the full understanding of the argument.
We will come back to this discussion in Section 3.2.

As it can be seen in the example of Figure 2, and as discussed in detail by
Freeman [19], warrants often take the form of generalization rules, that are often
not explicitly stated. For instance, the argument in Figure 2 would most likely
be encountered in everyday argumentation as Harry is presumably a British sub-
ject because he was born in Bermuda. The availability of background knowledge
such as encyclopedic knowledge (i.e., DBpedia) can be exploited in order to sug-
gest such potential warrants. For example, even if omitted from the text, the
warrant that A man born in Bermuda will generally be a British subject can be
reconstructed by noticing (for instance, in DBpedia) that a big fraction of people
born in Bermuda are British citizens. The bigger challenge is how to deal with
commonsense knowledge, or more specifically, what Feeman (2008) [19] names
empirical warrants which ordinarily hold, for example Given that x has mailed
the letter, one may take it that x wants the addressee to receive it or If X ignited
a fuse connected to a bomb, X intended to explode the bomb.

Walton Schemes-based Explicitation Walton proposed about 50 argumen-
tation schemes [59] organized in a hierarchy. These schemes represent common
patterns of everyday reasoning, and Fig. 3 shows two of them.

There have already been a number of attempts to classify natural language
arguments into Walton argumentation schemes, as well as their components,
some of which are purely theoretical [10, 58] while others implement feature-
based supervised classification models [17, 29, 30]. An example of an argument
from verbal classification, originally published by Lawrence and Reed (2016) [30]
is shown in Fig. 4. In this example, the argument text is annotated with the two
premises and the conclusion. We use this example to pinpoint two important
challenges, besides the actual classification of the arguments based on their Wal-
ton scheme.
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Argument from Analogy
Premise 1: Generally, case C1 is similar to case C2.
Premise 2: A is true (or false) in case C1.
Conclusion: A is true (or false) in case C2.

Argument from Verbal Classification
Premise 1: a has property P
Premise 2: for all x, if x has property P, x can be classified as having property G .
Conclusion: a has property G.

Fig. 3. Example of two Walton schemes: Argument from Analogy and Argument from
Verbal Classification

First, the logical conclusion following from the two premises, is The Pow-
erShot SX510 has great image stabilization. For the conclusion in Fig. 4 to be
logically entailed, we must assume the further premise Cameras with great image
stabilization are fantastic., which is implied by the text, but is not stated.

Example. The PowerShot SX510 is a fantastic camera. It is made by Canon and all
Canon cameras have great image stabilisation.

Premise 1: It is made by Canon
Premise 2: all Canon cameras have great image stabilisation
Conclusion: The PowerShot SX510 is a fantastic camera.

Fig. 4. Example of an instance of Argument from Verbal Classification.

Second, in real life, the above argument would likely omit Premise 1: It is
made by Canon, and the text would sound closer to The PowerShot SX510 is
a fantastic camera as Canon cameras have great image stabilization. This adds
another level of complexity and challenge to correctly classify the argument as
an Argument from Verbal Classification.

A thorough explicitation of this argument that addresses both challenges is
illustrated in Fig. 5. As illustrated, the argumentative text that contains only
two explicit statements (Premise 2 and the Conclusion), actually implies a chain
of two arguments, where the conclusion of the first serves as a premise to the
second. In order to obtain such explicitations automatically, it is not sufficient
to classify arguments into their corresponding Walton scheme. In addition, the
classification of the components (premises and conclusions) is required, and even
more challenging, the classification of the schema variables. Given the Argument
from Verbal Classification scheme in Fig. 3, the classification of variables for the
text The PowerShot XS510 is a fantastic camera as all Canon cameras have
great image stabilization would be: {The PowerShot XS510 : a, fantastic cam-
era: G, Canon cameras: P, great image stabilization: G}. This classification,
would then clarify which are the bits of knowledge that are needed for recon-
structing the argument in such a way that it follows the Argument from Verbal
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Example. The PowerShot SX510 is a fantastic camera as all Canon cameras have
great image stabilisation.

First Argument
Unstated Premise 1: The PowerShot SX510 is a Canon camera
Premise 2: all Canon cameras have great image stabilisation
Unstated Conclusion: The PowerShot SX510 has great image stabilisation.

Second Argument
Unstated Premise 1: The PowerShot SX510 is a camera and has great image
stabilisation.
Unstated Premise 2: Cameras with great image stabilisation are fantastic.
Conclusion: The PowerShot SX510 is a fantastic camera.

Fig. 5. Example of explicitation that includes analysis as well as reconstruction of
an instance of Argument from Verbal Classification. The reconstruction makes explicit
two arguments following the same scheme of Argument from Verbal Classification. One
premise of the second argument is the conjunction of a premise and the conclusion of
the first argument. The unstated components are written in Italics.

Classification scheme. Specifically, that a (The PowerShot XS510 ) must have
property P (Canon cameras), resulting into Unstated Premise 1. We highlight
here the opportunity for using structured knowledge bases that are available
on the Web of Data to fill in such generalizing premises. Next, having two dis-
tinct strings serving the same role of G (great image stabilization and fantastic
camera ) can indicate that the author of the argument implies that there is a
logical entailment between the two strings, leading to Unstated Premise 2. In
the following, we discuss explicitations whose role is to fill in unstated premises.

3.2 Explicitation based on Enthymeme Reconstruction

Arguments with omitted premises are called enthymemes. They have been de-
bated in philosophical literature since Aristotle [16,21,22,25,31,59,60]. Regarding
our task of argument explicitation, dealing with enthymemes is one of the core
challenges. Although explicitation based on Toulmin’s model or Walton schemes
may be regarded as a tangible aim as long as the problem of implied premises
is ignored, we argue that most (informal) natural language arguments are en-
thymemes, and their explicitation, which includes reconstruction, should not be
neglected. In Section 3.1, we provided some hints on how Walton schemes might
be used to explicitate enthymemes, while in Section 3.1 we discussed Freeman’s
(2008) [19] claim that when modelling arguments with the Toulmin model, it is
very common that the warrant is implied and omitted. We therefore consider
explicitation based on enthymeme reconstruction as a form of explicitation that
complements and deepens other types of explicitation proposed above.

The problem of enthymeme reconstruction is arguably an AI complete prob-
lem. Broadly, a system tackling enthymeme reconstruction – called an enthymeme
machine [59] – must be able to answer three questions: (i) is the analyzed argu-
ment an enthymeme? (ii) which are the gaps that need to be filled? (iii) which are
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the missing premises? Approaches for addressing questions (i) and (ii) depend on
the chosen argument model (e.g., Walton scheme or Toulmin model). Addressing
question (iii) is more challenging and actually brings us to the question of the
actual purpose or use cases of the task. If the purpose of enthymeme reconstruc-
tion is to support the user in judging arguments, we can relax the requirement
of stating the missing premise. We may instead just ask the system to present
a possible premise. For instance, reconsidering the example in Fig. 5, instead
of generating Unstated Premise 1 The PowerShot SX510 is a Canon camera
and Unstated Premise 2 Cameras with great image stabilization are fantastic,
the system would draw the attention of the user to consider some highlighted
piece of inserted information that could form a coherent argument, e.g., (i) The
Powershot SX510 has the property Canon camera and (ii) great image
stabilization implies fantastic camera. This way, it is the user’s responsibil-
ity to validate the argument, while the system guides this process.

If, however, the purpose of the system is to provide a true and valid missing
premise, the system must be able to check whether these premises state true
facts, e.g., they may be validated against a knowledge base, or they can be flagged
as subjective statements. In our example from Fig. 5, the system would search
for relations holding between The Powershot SX510 and Canon cameras in a
knowledge base, and judge whether the found relation is similar to the relation
required by the argument scheme: The Powershot SX510 has the property
Canon camera. Validating the second unstated premise in our example, by
contrast, should be impossible, since it is a subjective statement, not a fact.
In such a case, the system might reconstruct a possible premise (great image
stabilization implies fantastic camera), and flag it as subjective.

We conclude that the system must be able to distinguish between missing
premises that are subjective as opposed to those that are facts. While subjective
ones can be flagged as such, using state of the art opinion detection tools, recon-
structing facts involves fact checking. This can only be achieved with respect to
real-world knowledge available to the system. Such real-world knowledge can be:
(i) encyclopedic (e.g., The Powershot SX510 is made by Canon) which is avail-
able online through Wikipedia and related structured knowledge bases such as
DBpedia, Wikidata, Yago; (ii) ontological (e.g., frogs and toads are animal life)
which is available for instance through taxonomies and lexicons such as Word-
Net, as well as Wikipedia-based knowledge bases; (iii) common sense knowledge
(e.g., dogs usually bark when strangers enter their space), which is much harder
to source and (iv) contextual, such as the purpose of the document, the author,
the time, etc. While the first two types of real-world knowledge can be accessed
with state-of-the-art entity linking tools, the last two types of knowledge are
more challenging, and in general much less researched. Regarding commonsense
knowledge, the recent study of Becker et. al (2016) [4] finds that a large majority
of commonsense relations captured by implicit unstated statements in arguments
can be mapped to ConceptNet [48] relations.
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With respect to contextual knowledge, Green (2010) [23] provides evidence
that knowledge needed for explicitating enthymemes can often be found in the
surrounding context, meta-data about authors and the targeted audience, etc.

3.3 Acceptability-based Explicitation

The previously proposed types of argument explicitation focus solely on the
internal structure of the argument. However, everyday arguments rarely occur
in isolation or remain unchallenged. A defining property of everyday arguments
is precisely their defeasible nature, i.e., their vulnerability to being attacked by
other arguments. The ability of arguments to resist such counterarguments has
been named acceptability [15].

Acceptability-based explicitation aims to expose the relations holding be-
tween the targeted argument and other arguments, weaving a macro structure
of argumentation. This type of argumentation analysis, whose target are the re-
lations between arguments, has been researched within the context of abstract
argumentation frameworks. One of the first and best studied abstract argumen-
tation frameworks was introduced by Dung (1995) [15]. It defines only one type
of relation between arguments, that of attack or defeat. Dung [15] defines a set
of arguments as acceptable (by a rational agent), if it can defend itself against
all attacks on it. More recent lines of work on argumentation frameworks extend
Dung’s framework by defining two types of relations between arguments, attack
and support [12, 13]. Drawing inspiration from these frameworks, much of the
recent computational linguistic analysis of arguments has focused on automated
support/attack relation classification between pairs of arguments [6, 11,20].

Much of the research on argument analysis considers attack and support
relations to exist within a single argumentative text [36,40,41,50,51]. This is of-
ten the case in everyday argumentation, in a rhetorical technique for displaying
the argument’s ability to defend itself against predictable counter arguments. In
order to disentangle the argumentative text in such a way as to explicitate the
acceptability of its arguments, one challenge is to identify and extract the atomic
arguments: (i) the main argument - the one whose conclusion is the main conclu-
sion of the text, (ii) the supporting arguments - sub-arguments whose conclusions
act as premises to the main argument and (iii) (anticipated) counterarguments
- arguments that attack the main argument. Our intuition is that counterargu-
ments are indicated by what seems like attack relations between premises of the
same argument.

Fig. 6 illustrates an explicitation of an argumentative text adapted from the
Microtexts of Peldszus and Stede(2015) [40], by isolating two atomic arguments
– the main argument and the anticipated counterargument. As shown in Fig. 6,
a counterargument can be anticipated and defeated, hence increasing the accept-
ability of the main argument. In our example, the premise of the main argument
attacks the ability of the counterargument’s premise to entail the implicit con-
clusion (since reported relief of complaints is not a scientific proof).

We envisage two levels of acceptability-based explicitation: (i) a shallow ex-
plicitation in which an attack or support relation is indicated between pairs
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Fig. 6. Example of argumentative text containing attacking statements that are shown
to belong to two different arguments.

of arguments and (ii) a deep explicitation in which the particular components
(statements) participating in the relation are highlighted. Pollock [42] identifies
two common types of attack relations: rebuttals, which directly attack the con-
clusion of an argument, and undercuts, which attack the logical entailment of
the conclusion given the premise. From this perspective, in Fig. 6, the attack
relation between the premise of the main argument and the anticipated counter-
argument is an undercut. Acceptability-based explicitation is complementary to
the previously defined types of explicitation: the identified individual arguments
can be further explicitated with other types of explicitation.

3.4 Knowledge Enhancement-based Explicitation

The last type of explanation that we propose is knowledge enhancement-based
explicitation, which provides additional background information about the en-
tities and concepts mentioned in the argument’s text, as well as the relations
between them. The idea is to activate knowledge which is needed to understand
the content of the argument components and how they are linked semantically.
Consider the following argumentative text example: Acetylsalicylic acid helps in
case of a myocardial infarct as it reduces the platelet adhesion.

A potential explicitation of this example for the lay person would be to add
background knowledge in the form of additional statements such as Acetylsali-
cylic acid is the active ingredient in Aspirin., or Myocardial infarct is another
term for Heart Attack., or Reducing the platelet adhesion prevents blood clotting.
A medical doctor would most likely not benefit from this type of explicitation.
Instead, they may be interested to know why the prior doctor has preferred
Acetylsalicylic acid over alternative treatments, etc. Therefore, the challenge for
this type of explicitation is to determine what information should be added. This
type of explicitation therefore lends itself most naturally to personalization.

Knowledge enhancement-based explicitation bares some similarities to en-
thymeme reconstruction, but differs from it in that the provided knowledge
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statements do not need to be premises. Thus, this type of explicitation does
not require any argumentation knowledge. Nonetheless, we expect the extracted
knowledge to oftentimes contain the premises required for enthymeme recon-
struction and hence provide satisfactory explanations for the end-user. Still, we
want to underline the less constrained nature of the knowledge presented in
knowledge enhancement-based explicitation, and that while this step might help
the user make sense of the argument, it does not reveal how the reasoning behind
the argument works.

4 A Framework for Argument Explicitation

In this section, we propose a framework for argument explicitation that considers
the presented explicitation facets, as well as how they relate to each other. The
framework is illustrated in Figure 7. Given an argumentative text, the first steps
towards its explicitation are (i) to enhance it with background knowledge (step
K), by retrieving entities and relations that are relevant to the argument from
external knowledge bases, and (ii) the identification of the atomic arguments
and counterarguments (step A). The extracted background knowledge can as-
sist the acceptability-based explicitation of the argument. For instance, recent
work in Kobbe et al. [27] uses DBpedia and ConceptNet in order to classify
support/attack relations between argumentative statements.

Once the atomic arguments are identified, the argument explicitation sys-
tem can proceed to explicitate the argument based on the model(s) of choice.
The first and minimal step in this direction is to detect the argumentative units
and classify them as premise or conclusion. A more elaborate explicitation is to
identify the Toulmin model elements in each argument, as well as their Walton
scheme. These two tasks can support each other since in some Walton schemes,
the premises can be mapped to either data or warrant elements in the Toul-
min model. Furthermore, as discussed earlier, the relevant background knowl-
edge can provide valuable insights for the classification of Walton schemes or
Toulmin model elements. Lastly, after each identified argument has been ex-
plicitated based on the chosen model(s), the explicitation machine can proceed
with enthymeme reconstruction (step E). This step brings further detail into the
model-based explicitations by filling in the blank slots of the identified models,
and can further explicitate the acceptability of the main argument.

5 Discussion and Implications

In this paper, we introduce the notion of argument explicitation as an overarching
task that makes the reasoning mechanisms required for understanding natural
language arguments explicit to the end-user. The perspective we take in this
work is to analyze the very diverse research directions in argumentation from
the same viewpoint: that of explaining arguments, and to integrate these different
research contributions in a common Framework of Argumentation Explicitation.
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Fig. 7. Proposed Framework for Argument Explicitation

In doing so, we are able to identify the research challenges and opportunities that
lie ahead. We are summarizing the most important implications of our analysis:

(i.) For uncovering the reasoning behind arguments, it is of great impor-
tance to apply and improve formal argument structure analysis, following de-
tailed, content-driven argument schemes such as Toulmin’s [54] or Walton’s [59]
schemes.

(ii.) Throughout the paper we stress and exemplify the importance of extend-
ing argument analysis with enthymeme reconstruction, by completing arguments
with implicit argument components. This requires access to different types of
knowledge that may support and validate a given argument in terms of linguis-
tic, encyclopedic or commonsense knowledge. Clearly, this is a challenging aim.
Strong NLP and AI capabilities are required in order to fully assess the explicit
meaning of a given argument. Strong reasoning capacities are needed to be able
to select appropriate knowledge and to verify the enriched argument to ensure
its validity and soundness – or else to uncover inconsistencies that are revealed
by assuming further information.

(iii.) Besides appropriate repositories of background or domain knowledge,
alternative ways of identifying relevant knowledge need to be considered, such as
link prediction methods and on-the-fly knowledge retrieval from textual sources,
to make implicit assumptions in the NL argument (structure)s explicit.

(iv.) To support this process, machine reasoning techniques should be used to
enforce high-level constraints over argumentation models, as well as for detecting
inconsistencies in content or argument structures.

(v.) Real life arguments are rarely isolated, as they are most often part of
debates. In this context, arguments should be treated as belonging to sets of
arguments (following Dung). The retrieval of an assembly of further supporting
or defeating arguments from additional sources should be considered, to facilitate
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the judgement of the validity or generality of an argument from a more global
perspective.

(vi.) Since the reconstruction of argument components can be highly subjec-
tive, the explicitation of reconstructed knowledge can be realized e.g. by way of
natural language generation techniques, to allow end users identify what addi-
tional assumptions have been made to support the conclusion. This is especially
relevant for argumentation machines, but may also serve humans to fully under-
stand the logics and possible background assumptions of an argument.

While most of the above considerations have been discussed in the theoret-
ical literature, they constitute true challenges to computational treatments of
argumentation and need to be addressed in a step-wise fashion.
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