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Abstract

Social engineering attacks exploit human vul-
nerabilities rather than computer vulnerabil-
ities. Ranging from straightforward spam
emails to sophisticated context-aware social
engineering, social engineering has demon-
strated rich varieties. Surprisingly, even the
simplest type of attacks are able to fool nu-
merous innocent people. The more sophis-
ticated ones are even more “successful” in
achieving their malicious purposes. In order
to mitigate and combat these attacks, we need
better automated counter social engineering
algorithms and tools. In this position paper,
we propose a reinforcement learning frame-
work that incorporates interpersonal decep-
tion theory to fight against social engineering
attacks on social media sites.

1 Introduction

Social engineering attacks have become increasing
threats in online life. These attacks are made pos-
sible by the rapid increase in usage of social networks,
mobile devices, and web platforms. Social engineer-
ing attacks are maliciously planned by online crimi-
nals. Social engineering attacks, sometimes also called
phishing attacks, aim to collect sensitive and per-
sonal information about users, including identification
numbers, passwords, and bank account information
[AZ17, SSH16] via emails, chatrooms, dating sites and
other forms of social media.

Early social engineering attacks include only cos-
metic deceptions where the appearance of a graphical
user interface (GUI) are imitated. For instance, part
of a social media platform user interface may contain
a component that could be used for social engineer-
ing. The victims trust that these components on the
GUI are used as they intended. However, the mali-
cious attacks exploit this trust by showing the known
components but embedding malicious codes in them
to obtain users’ sensitive information.

Recent attacks have become more sophisticated.
They focus more on mimicking a legitimate system’s
behavior or a legitimate user’s behavior rather than
imitating GUI components. Online social networks,
such as Facebook, Twitter, LinkedIn, as well as dating
sites, are used to chat with the victims first, gain their
trusts, and then obtain their sensitive information via
these interpersonal communications. There are also
hybrid attacks that combine both aspects of “looking
like” and “behaving like” known values to make the
deception even more convincing.

Social engineering is within the scope of interper-
sonal deception [BB96]. It is a type of interpersonal
communication where the messages knowingly trans-
mitted by a sender to foster a false belief or conclusion
by the receiver and to obtain sensitive or personal in-
formation of the receiver. It belongs to the type of
strategic behaviors with a clear goal-oriented nature.
The deception happens when communicators control
the information contained in their messages to con-
vey a fake meaning. In this research, we propose to
employ general theories and understandings developed
in Interpersonal Deception Theory (IDT) [BB96]
for modeling and combating social engineering from a
broader scope and a deeper level.

Detecting social engineering attacks can be com-
plex. Many counter social engineering methods share
a few common stages. The first stage is planning or or-
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chestration. The following questions are asked – “how
is the victim or the target chosen?” “How does the
attack reach the target?” and “Is the attack auto-
mated?”. The second stage is about “Is it behavior
that deceives the target?” and “Does the deception
occur in the system or external?”. The third stage
cares about “Does the deception take one step or mul-
tiple steps?” “Is it persistent?” [HL15]. Counter social
engineering is a type of task that requires good under-
standing of the cognitive and behavioral patterns of
the criminals and that of the victims.

Interpersonal communications are governed by a set
of cognitive and behavioral theories. As a subtype of
interpersonal deception, social engineering makes no
exception. In this position paper, we propose to make
use of known theories on interpersonal deception and
model them into a multi-agent reinforcement learning
framework. We aim to bridge the understandings in
psychology with modern machine learning algorithms
and tools. We make use of the influence during inter-
actions, pre-interactions and post-interactions among
the victims, the social engineering attackers and our
counter social engineering agents.

The proposed reinforcement learning framework is
flexible. We can design the states and actions to reflect
the factors that have studied and proved to be useful
in IDT. It would be important to model completeness,
directness, knowledge, clarity of the messages as well
as to model the personality, vulnerability, arousal, neg-
ative affect, cognitive effort, suspicion, and attempted
control of the message senders. Inspired by IDT, we
also explore the impact of context (e.g. personal and
contextual data about individuals) and relationships
(e.g. friend network) to social engineering. We not
only model them but also implement tools to collect
context and make use of social network information
to both detect social engineering attacks and generate
counter social engineering messages and activities to
investigate the attackers.

In this position paper, we discuss the possibilities
for modeling theories about interpersonal deception to
create new counter social engineering strategies for un-
derlying artificial intelligence (AI) and machine learn-
ing (ML) algorithms. The research is proposed to be
built on top of a multi-agent reinforcement learning
framework with the capabilities to model and use in-
terpersonal deception theories for combating the at-
tacks.

2 Related Work

Previous research has investigated the psychological
side of the problem – why phishing works [DTH06].
The largest factors have to do with people’s misconcep-
tions about computer security and attack templates.

There is a general lack of knowledge about computer
systems, computer security, and security indicators (or
the absence of security indicators). Many social me-
dia users have only basic or even incorrect assumptions
and heuristics when deciding how to respond to emails
or chat messages asking for sensitive information. For
instance, some assume that once a business already has
their personal information, it is safe to give it again.

As a result, educating social media users about
making the right decisions when receiving social en-
gineering attacks is a very important component in
preventing such attacks. Unfortunately, most exist-
ing approaches only focus on awareness training and
hope users make better decisions the next time they
are faced with a questionable email or chat message.
The effectiveness of this strategy is limited. Instead,
our research focuses on performing automated active
detection and intervention for potential attacks, reliev-
ing users of the pressure of self-protection.

The automated approaches include sandboxing,
authorisation-authentication-accounting (AAA), mon-
itoring via Honeypots, integrity checking, machine
learning [HL15]. Those countermeasures aim to pre-
vent and detect attacks before and after the victim
data are collected and used [AZ17].

Existing machine learning techniques used for
counter social engieering have focused on classification
algorithms. Both linear and non-linear supervised ma-
chine learning models are used to make the decision
on whether an email or a website is social engineering.
Algorithms such as Support Vector Machines (SVM),
Näıve Bayes, and k-Nearest Neighbor are widely used.
The challenging here is to identify the good features
that are able to distinguish normal emails and text
messages from the engineering ones.

We summarize a list of popular features and cues
used in the machine learning appraoches:

• URL features such as IR address characteristics,
geographic properties, domain names. [AZ17]

• Content-based features which examine how suspi-
cious the content is, e.g. asking for money, asking
for a bank account, asking for a password. [AZ17]

• Document structure features, including a web
page’s main page, component files, DOM struc-
tures etc.

• Linguistic cues for deceptions, such as the length
of unique words, the length of sentences, word
diversity, type-token ratio, six-letter words, the
number of verbs being used, tentative words,
modal verbs. [HBGMS15]

• Complexity of language use, such as exclu-
sive words, causation relations, certainty, nega-



tions, negative emotions including anger, sadness
words and pleasant and unpleasantness words.
[HBGMS15]

Unsupervised approaches such as clustering, min-
ing and statistical language models are also used in
social engineering detection. For instance, simple tech-
niques such as term frequency and inverse document
frequency (TF-IDF), regular expressions representing
social engineering text patterns, as well as latent se-
mantic analysis (LSA) [AZ17], are still used in so-
cial engineering attack detection. Zhou and Shi have
shown in [ZSZ08] that with two n-gram statistical lan-
guage models (SLM), one using deception data and
the other using legitimate data, together with the
Kneser-Ney smoothing technique, the language mod-
eling approach can outperform SVM. In this proposed
research, we fully explore the features and cues, includ-
ing n-grams, and take advantage of already proposed
features in the literature.

There are also patents invented for detecting and
fighting against social engineering attacks [KS16,
SKB+16]. Some patents propose developing decoy
systems to trap the attackers. The decoy systems
contain hardware components as well as decoy doc-
uments and other digital information. They have a
more realist understanding of how a deception system
works. For instance, a deception system could gen-
erate receipts, tax documents, and other form-based
documents with credentials, names, emails, addresses
or login information collected online or within an or-
ganization [SKB+16]. These patents are quite com-
plex in terms of their designs. Even though no effec-
tiveness metrics are reported, these approaches sound
quite practical. However, within each component of
these patented system, the detailed features do not
seem as effective as what has been studied in the re-
search community. For example, the linguistic features
mentioned in those patents are quite naive. Keywords
such as ”top secret” and ”privileged” are hard-coded
into the decoy system and no advanced machine learn-
ing techniques nor more flexible methods are used to
make the patented system scalable to large scales.

Spear phishing is the form of social engineering that
deceives the victims by creating emails, text messages
or chats with context relevant to the victim. The rel-
evant content is collected from the Internet. An ad-
versary can digitally “stalk” a victim (a Web user)
and discover as much information as possible about
the victim, either through direct observation of posted
information or by inferring knowledge using simple in-
ference logic. Such knowledge includes a person’s race,
relationship status, estimated income level, and reli-
gion [SYS+15a, SYS+15b]. Current technologies for
counter spear phishing are still in its infancy. Most ex-

isting techniques overlap largely with the privacy com-
munity and data mining community in terms of un-
derstanding how the contextual information is crawled
and collected for an individual from publicly available
online data.

In the Artificial Intelligence community, research in
dialogue-based systems and adversarial search are rel-
evant to counter social engineering in terms of their
common goal of being interactive and adaptive. How-
ever, there is no prior study on counter social enineer-
ing in this context. The work by Banerjee and Peng
[BP03] is perhaps the most similar to what we pro-
pose here. They proposed a multi-agent reinforcement
learning framework for countering deception. How-
ever, their work is in the domain of gaming and ad-
versarial search. Moreover, they do not show how
to incorporate existing strategies into a reinforcement
learning algorithm, which is our focus.

3 Multi-Agent Reinforcement Learn-
ing

This research develops a general reinforcement learn-
ing framework for modeling two teams of agents, the
social engineering attackers, and counter social engi-
neering agents, into one interactive, dynamic environ-
ment. We propose elements, framework, placehold-
ers for interpersonal deception theories, and ways to
model human-programmable policies for modeling and
combating social engineering attacks.

Multi-agent learning (MAL) lies at the intersection
of distributed artificial intelligence and reinforcement
learning. A multi-agent system (MAS) contains mul-
tiple agents as its name suggests. Agents in a MAS
typically operate in large, complex, dynamic and un-
predictable environments which is a key difference be-
tween MAL and typical supervised machine learning.
MAL is also an area where game theory meets with
reinforcement learning. Game theory has been exten-
sively studied for adversarial search in artificial intelli-
gence as well as for concurrent reinforcement learning.
Most algorithms for multi-agent reinforcement learn-
ing have been proposed mostly in the space of sta-
tionary environment. That is, one agent is explicitly
formulated based on stationary policies for self-play
and the other agents are following stationary policies
and assuming explicit knowledge of the agent and the
domain. Nonetheless, there are quite few MAL algo-
rithms available.

In the problem of counter social engineering, there
are multiple agents. There are one or more attack-
ers. There are also one or more victims. They are
the agents in the game. Here we also assume a clear
division of attackers and victims as two sides of the
agents. Different from the dynamic search problem



that we have just mentioned, counter-deception is un-
cooperative, which makes it closer to the traditional
AI problem of adversarial search where both teams of
players would like to win the other team. When we
model the counter social engineering problem, its un-
cooperative nature needs to be taken into account and
to be properly represented in the model.

In the multi-agent stochastic game (SG), we pro-
pose it to be a tuple < S,Aph, Ac, f, Rph, Rc >, where
S is the discrete set of states, Aph is the set of actions
that the phishers take, Ac is the set of actions that
the counter social engineering agents take. Both ac-
tions Aph and Ac yield a joint action set A = Aph×Ac.
f is the state transition probabilistic function and is
defined over S × A × S → [0, 1]. The phisher reward
function Rph is defined over S × Aph × S → R and
counter social engineering agent reward function Rc is
defined over S ×Ac × S → R.

States S is a discrete set of states.
Actions A is a discrete set of actions that an agent

can take. For instance, the criminal’s actions include
searching for a name and collecting context for an in-
dividual.

Observations Ω is a discrete set of observations
that an agent makes about the states. O is the obser-
vation function which represents a probabilistic distri-
bution for making observation o given action a and
landing in the next state s′.

Transitions T is the state transition function
T (si, a, sj) = Pr(si, a, sj) ranging from 0 to 1. It is the
probability of starting in state si, taking action a, and
ending in state sj . The sum over all actions give the to-
tal state transition probability T (si, sj) = Pr(si, sj).

Reward r = R(s, a) is the immediate reward, also
known as reinforcement. It gives the expected imme-
diate reward of taking action a at state s. An agent in
an MDP usually maximizes its own long-term reward.

Long term reward is the sum of all past and fu-
ture rewards in the entire process:

∑∞
t=1 r. It can be

optionally discounted for the future states:
∑∞
t=1 γ

trt,
where γ is the discount factor.

A policy π describes the behaviors of an agent. A
non-stationary policy is a sequence of mapping from
states to actions. It is also the solution that we usually
seek in a Markov Decision Process. A policy π makes a
decision that which action should be taken for a state.
We optimize π to decide how to move around in the
state space in order to optimize the long-term reward∑∞
t=1 r in the entire process. The policy studies π :

S → A, such that π optimizes the long-term reward
that is represented in a value function V .

The goal for counter social engineering can
be defined as the following: select or suggest the
most suitable strategy πc for counter social engineering
agent c to best fulfill the long-term expected rewards.

Given that different counter social engineering strate-
gies demonstrate significantly different algorithms and
result representations, this research concentrates on
how to defining the elements of the multiple-agent re-
inforcement learning framework: its states, actions,
rewards, etc.

4 Mathematical Modeling

The research proposed is a new attempt for study-
ing interactions in the interpersonal deception pro-
cess. Here we assume a game between the two groups
of agents, the social engineering attackers, and the
counter social engineering agents. When the game
turns into the case that the agents have different goals,
it is very interesting for us to see how to detect the so-
cial engineering attacks and perform effective counter
social engineering activities. In this research, we focus
on how to represent theories in interpersonal decep-
tion into policies that a machine can understand and
execute.

A multi-agent reinforcement learning algorithm is
modeled as a stochastic game with a set of joint actions
A = A1×A2×A3× ...An, where each set of actions Ai
is the possible actions of agent i. The goal of the ith

agent is assumed to find a strategy or a policy πi which
maximizes the agent’s expected sum of discounted long
term rewards for state s, i.e. the value function,

vπi
(s) =

∞∑
i=0

γiE(rit|πi, π−i, s0 = s)

where rit is the reward for the ith agent at time t, s0
is the initial joint state, π−i is the strategy of the ith

agent’s opponent, and γ is the discount factor.
Here we propose a general framework for policy

presentation, where both the social engineering strat-
egy and the counter social engineering strategy can be
present in the same framework. For instance, we could
model the two sides of strategies as a bimatrix game,
in which a part of matrices, M1 and M2. The entries in
the matrices Mk(a1, a2) are used to represent the pay-
off of the kth agent for the joint actions (a1, a2). Here
the two matrices are of size |A1| × |A2| each. Here 1
means social engineering agents, and 2 means counter
social engineering agents. If our game is a zero-sum
game, then the matrices can be written as

M1 =

[
−1 1
1 −1

]
,M2 = −M1.

If we consider a simple two agent game here at a
single stage, we further assume that both learners are
naive Q-learners that maintain a Q-table for the values
of their possible actions with the updating function

Qt+1(a) = (1− α)Qt(a) + αrt+1



where α is the learning rate ranging from 0 to 1 and
rt is the reward at time t. The policy that the agent
takes would output the action at as the maximizing
action at = arg maxbQt(b), where b is also an action.

Note that the above is only for two agents. For
agents more than two, there would be other possibili-
ties and other solutions. We here study and investigate
new presentations for the even complex settings, espe-
cially how agents form two teams to combat with each
other.

The transitions T and the rewards R are the main
interests of a designed policy. For instance, one strat-
egy for detecting social engineering attacks is to see if
an attacker sends similar social engineering messages
to multiple victims, probably in the same organiza-
tion. This strategy begins with putting any sender
of emails into the picture. Then it is expected for the
email sender to send multiple email messages (with the
“multiple” action enabled), possibly with form letter
writing skills; and those messages are received by mul-
tiple receivers. The received messages are validated
by their content similarity. If the similarity passes a
threshold, the messages are further validated to see if
majority of those message are “asking” for sensitive
information such as money. If this action is further
confirmed, then we decide it is probably a social engi-
neering attack.

5 Conclusion

Social engineering is a common type of malicious at-
tack on social media. It is a complex process. Its com-
plexity comes from the involvement of many factors
ranging from cognitive and behavioral theories to the
latest web technologies, and to the new digital lifestyle
of everyone. Social engineering attacks have escalated
in complexity. Recent types of attacks, such as the
context-aware attacks, are more difficult to detect than
social engineering attacks from a few years ago.

In this position paper, we discuss a new counter
social engineering method that oversees many factors
during social engineering attacks, coordinates strat-
egy optimization to pro-act appropriately at various
stages in detecting and combating the attacks. In par-
ticular, we propose a new framework that incorporate
interpersonal deception theories into multi-agent re-
inforcement learning to combat social engineering at-
tacks. Our approach helps bridge the gap between the
human understanding of interpersonal deceptions and
machine discovered knowledge, improving reaction and
response to novel attack types and enabling the use of
known interpersonal deception strategies and wisdom.
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