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Abstract. In this paper, we present a deep learning solution to detect
and correct anomalous values present in historical temperature time-
series, that are likely associated to human and weather instruments er-
rors. Our solution consists in a joint peaks detection and end-to-end
sequence prediction involving synchronous measurements of individual
meteorological stations along with their neighboring peers. We designed
our models in a way that the false positive rate (FPR) of the anomaly
detection is minimized and the accuracy maximized, so that the histor-
ical records are corrected as less as possible. The method was applied
to temperature records of 24 meteorological stations in Belgium, and
allowed to automatically correct more than 80% of all errors in both
max/min daily temperature records by modifying less than 15% of all
the timeseries values, with an overall detection accuracy of 90%. The
corrected temperature timeseries yielded a perfect match with respect
to errors-free signals in several climate indicators. Our method can be
potentially applied to other historical timeseries such as precipitation.

1 Introduction

Studies of extreme climate rely extensively on historical records documenting
weather conditions from the past, which are usually available in the form of
weather ledgers or logbooks with a registry of the state of the weather at dif-
ferent locations and time. However, it is known that human errors and weather
instruments malfunctioning are a major source of errors already present in many
weather registries. To address this problem, we present a deep learning solution
for anomaly detection, automated correction and prediction of missing values in
historical temperature records. Our solution outputs cleaned timeseries where
most of anomalies are replaced by predicted values. In addition, it optionally
allows to perform a manual revision (i.e. human in the loop) of some or all the
corrections, if wanted or necessary.
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2 Our Approach

Our approach consists in a joint peaks detection and end-to-end sequence pre-
diction involving synchronous measurements of individual meteorological sta-
tions along with their neighboring peers. Following a Neural Architecture Search
(NAS) approach, our solution minimizes the false positive rate (FPR) of the
anomaly detection and maximizes the overall accuracy, so that the historical
records are corrected as less as possible. This preserves the historical timeseries
as original as possible, while still allowing to correct most of erroneous values.

Results: For our study we included more than 170, 000 daily extreme temper-
ature values involving 24 meteorological stations in Belgium, comprising two
time-periods used for training and testing, respectively. We assessed the perfor-
mance of our solution in many indices [3] widely adopted for climate studies [2].
Our results are detailed in Table (1), and confirm a perfect match between the
errors-free signal and the signal obtained with our solution.

Table 1. Results in climate indicators frequently used for climate analysis for all the
24 meteorological stations under study; given values are per-year and per-station.

Indicator Raw timeseries Errors-free timeseries Proposed solution

Hot days 9 5 5
Summer days 31 27 27
Tropical nights 79 76 76
Frost days 47 48 48
Icy days 7 7 7

Conclusions: We presented a solution for the automatic detection and correc-
tion of anomalies, likely associated to human and instrument errors, that are
present in daily historical temperature records. In addition, our solution allows
to predict some of the missing values in the timeseries under study. In future
works, we will explore ways to optimize our NAS model via SVRG [1].
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