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1 Introduction

Multi-label classification (MLC) refers to one specific type of classification in
which an object can belong to several classes at the same time [10]. While this
approach allows modeling a wide variety of real-world problems, it also increases
the difficulty of correctly classifying the patterns.

A fundamental stage in the process of discovering knowledge consists in the
pre-processing operations. A recent review [8] divides it into data preparation
and data reduction methods. Data preparation steps convert raw data to an
appropriate format by cleaning or transforming the data. Data reduction meth-
ods include popular techniques such as feature selection (reduction of the num-
ber of descriptive features, [13]), instance selection (reduction of the number of
observations, [12]), feature extraction (creation of new features, [11]), instance
generation (creation of new objects, [16]) and discretization (transformation of
the continuous features to categorical features, [9]).

Prototype selection algorithms select a set of representative objects according
to a well-defined criterion, while prototype generation algorithms are capable
of generating a set of new objects in the application domain from the initial
objects. In the MLC context, most data reduction methods have been focused
on the selection and extraction of features [7], and discretization [5]. To the best
of our knowledge, the only relevant work related to prototype selection in the
MLC field is the kNNc method described in [4].

Hence, we propose three methods of instance selection [1], and three methods
of instance generation (prototypes) [2]. These algorithms will be briefly described
in the following sections. It is worth mentioning that, unlike the approach in [4],
our methods are independent from the MLC algorithm.

2 Methods for instance selection

Our methods uses the lower and upper approximations as computed in the Rough
Set Theory [14] to determine a proper granularity degree in the training set. The
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first method builds a new training set as the union of the lower approximations
attached with decision classes. The second method additionally includes objects
that are in the boundary region, which have been relabeled by taking into account
their membership degree to each decision class. The third method is similar to
the second one, however, it does not consider the connection among decisions
classes, so that labels are treated independently.

Aiming at exploring the global performance of our algorithms, we adopt
the ML-kNN algorithm [18] while the Hamming Loss (HL) [15] is used as the
evaluation measure. We leaned upon several multi-label training sets taken from
the MULAN [17] and RUMDR [6] repositories.

Numerical simulations showed that our methods allow a reduction of up to
80% of the number of instances in some of the training sets without affecting
the classification performance. Actually, in some cases we observed an increase
the discriminatory power of the ML-kNN algorithm when operating on edited
datasets.

3 Methods for prototype generation

In these methods, two classical granulation approaches are used: condition gran-
ulation and decision granulation. The former refers to the granularity of the
universe according to the conditional attributes, while the latter is based on the
decision classes. In the case of the first two methods, the granulation process is
performed by using a similarity relation that builds similarity classes on the basis
of the conditional attributes. This means that each similarity class represents an
information granule that is used to build a prototype. The advantage of using
similarity relations is that our methods can be used in the presence of both nu-
merical and nominal attributes. The third method performs a granulation of the
universe by using an equivalence relation, and taking into account the different
labels existing in the universe of discourse. Hence, an equivalence class is built
for each label, thus leading to a granular prototype.

After analyzing the reduction coefficient [3], it could be concluded that our
methods achieve a significant reduction (40− 80% reduction) in most case stud-
ies, while preserving the efficacy of the ML-kNN method. The set of generated
prototypes can be used as a learning set for other learning algorithms, even those
which are not intended for example-based learning.

4 Concluding Remarks

The efficacy and efficiency of the Machine Learning models depend on the quan-
tity and quality of data. One alternative to deal with these issues is to edit the
training set as a pre-processing step with the intention either to reduce the num-
ber of instances or improve data quality. In this research, we proposed methods
for the reduction of datasets in MLC environments. The results showed that our
proposal provides a suitable trade-off between algorithms performance and the
number of training examples in the dataset.
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