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Abstract

People with profound an intellectual disabilities are not often discussed
in our society. They have a hard time in their daily lives, to a large
extent unable to fulfil their basic needs without assistance and mostly
unable to communicate their desires to the outside world. The IN-
SENSION project uses computer vision, to extract gestures and facial
expressions from multiple cameras in the room, capturing the move-
ment of people with PIMD. It combines that with other noninvasive
sensors to build a coherent picture of the environment in order to pro-
vide more independence and ease the work of the caregivers. This paper
presents specialised Machine Learning algorithms that attempt to clas-
sify the behavioural states and communication attempts of people with
PIMD based on annotations of non-verbal signals(NVS) and expert
knowledge provided by their caregivers. Two methods are presented.
First is based on the idea of unique NVS that classifies the behavioural
state e.g. a smile in happy healthy individuals. The second builds on
the Arousal-Valence model to generate a value for valiance based on a
group of NVS.

1 Introduction

People with profound intellectual and multiple disabilities (PIMD), face extreme difficulties in everyday life.
They are a heterogeneous group, suffering from different ailments and conditions. Severe cognitive, motor and
sensory disabilities make this population reliant on outside care for most daily tasks. While these individuals
are exactly the ones that would benefit most from intelligent systems in their vicinity, they are unable to use
them due to relative high complexity. The INSENSION project aims to develop a system that will observe
behavioural state and non-symbolic communication attempts of people with PIMD and interpret them to people
in the vicinity in order to allow them to render assistance or support if needed; and even automatically control
their environment using external services.
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Figure 1: An example of the videos recorded. Computer vision algorithms are ran on all the streams and the
results collated based on probability.

The first step is to recognise Non-Verbal Signals (NVS) expressed by people with PIMD (e.g., certain gestures
[CSWS17] and facial expressions [SLQR18]) primarily using video to capture these movements (Figure 1). The
extracted NVS are then used to determine behavioural states and communication attempts. Important features of
their environment (e.g., presence of a caregiver and objects, temperature) are used to provide recommendations
to a caregiver or control external services. This paper deals with the interpretation of NVS once they are
recognised by machine vision systems.

Each individual is unique with different abilities and signals. This holds doubly so with people with PIMD
is as, due to their condition there are no general signals that could be associated with behavioural states and
communication attempts. General-purpose system are mot feasible and personalised classification methods must
be used. Collecting a large set of annotated data for each individual is unpractical, as it would make the setup of
the system prohibitively time consuming. Additionally, mappings between certain NVS and behavioural states
are known to those close to the person, and this expert knowledge should be used in the decision making process.
Taking this into account, we developed two machine-learning (ML) algorithms that are designed to work with a
limited amount of data and can incorporate expert knowledge. They are presented in the paper and evaluated
on a preliminary collection of data.

To compound the problem the limited vocabulary of people with PIMD means that their communication is
heavily reliant on interpretation and usually cannot be interpreted directly as statements. To this end a database
of context will be build that will take the environment into account. This would in turn allow control of light
to suit the mood of the user, the music that is being played and the availability of certain toys or tools in the
environment. The system takes this into account when it is dealing with the recommendations and can take
additional clues form the knowledge base to suit the needs of the users.

This paper is organised as follows. In Section 2 we present the state of the art on the subject. Section 3
discusses the data collected. Section 4 presents the two ML algorithms: the Unique Non Verbal Signals model
optimised for extremely small data sets, and the Valence model that works better with limited but somewhat
larger data sets. Section 5 draws the conclusions based on this paper.
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Figure 2: An example of questionnaire on eye movements.

2 State of the art

Since people with PIMD have limited ability to express their desires and intentions, it is these ambiguous
feelings that are key to understanding them. Consequently, recognising them is the focus of this section. One
of the approaches that seems most objective is the EEG signal [YWL'17]. Even with this signal, we need to
rely on advances in machine learning to extract the information about the feelings based on the brain activity
measurements. State of the art methods for extracting feelings from EEG are done on DEAP dataset and predict
arousal and valence with an accuracy of 74.65% and 78% [CK18,KV18,LLS17]. Arousal and valence are the
standard metrics that are used to map human feelings onto a 2D plane. Arousal can be understood as the
strength of a feeling, while Valence is the positive or negative connotation of the feeling. There are several ways
to map discrete feelings to this 2D space and the actual mapping is not agreed upon leaving to some ambiguity on
this subject, but it is at this point one of the standard models [SBST18]. A step towards understanding feelings
closest to what INSENSION will use (from video and audio) was done by Metallinou et al. [MKN13]. They
also use a different space, which also includes the dominance dimension. They used USC Creativel T database
consisting of acted-out scenes. Behoora et al. [BT15] tackled a similar problem, focusing on real-life setting with
designers in a team. They used an infrared imaging sensor (i.e., Microsoft Kinect) to extract the body positions,
velocity and acceleration of all the joints in the upper part of the body. The recorded scenario assumed sitting
down. This information was then used to train several different machine-learning models of the actions. (C4.5,
IBK, Random forest, Naive Bayes). They used a static table to map the resulting body language poses into
feelings. The accuracy of detecting the poses is understandably quite high at around 99%. This is not surprising,
as the infrared imaging for pose acquisition is a robust approach.

Another part of the project is identifying and using context of the interaction to infer the meaning. As context
we understand data from IoT devices that are present in the vicinity, objects and people that are detected by the
cameras. YOLO [Red16] is one such detector that is considered for the detection of objects, mostly because of its
reported low overhead. For people detection Zoom-RNN [AAAT18] seems to be a good fit, but other solutions
are investigated.

When it comes to extracting the context of the interaction there are several approaches that produce interesting
results. Probabilistic Event Calculus [SPA14] is one of the approaches that can be used and extended to the case
at hand. In the cited work the cited work the authors propose a method (MLN-EC) that deals with uncertainty
in the detected environment to classify the event that is occurring. They mostly deal with the movement of
people in the system, but the method is flexible enough that it could be adapted to our needs.

Another field that can be used to deal with broader context of events is Case-Based Reasoning (CBR)
[LIPM17]. In this paradigm knowledge is represented as a set of cases - events that happened and the so-
lutions that were used to solve the problem. Events that are detected are conformed into the closest case that
is stored in the database and the solution of the problem is used. The solution is then evaluated and stored in
the system based on the success of the solution. CBR seems a promising candidate, but there are, at this time
no solutions that are capable of using expert knowledge, so it does not meet our desired criteria.

3 The data used

Our project currently works with six people with PIMD. Expert knowledge was collected from their caregivers
of the people with PIMD in the form of an extensive questionnaire (see Fig. 2 for an excerpt). This data was
then incorporated into the behavioural state recognition to improve decisions.



Visual data was collected in the facilities where the people with PIMD are cared for, and took the form of
multiple-angle recordings with normal and heat-vision cameras (Figure 1).

Parts of these videos were then annotated using the ELAN [SWO08] software. In the first step, all NVS had to
be annotated by hand, and this is the data that we used to train our behavioural state classifiers. NVS recognisers
will be developed to recognise NVS directly form video using computer vision, based on the same annotations
(Figure 3a). Annotators were asked to annotate pre-defined facial expressions, gestures, vocalisations, presence
of caregivers, and to note any special cases including elemental factors, such as music or light, that might play
a role in the behavioural state of the subjects.

In addition to NVS, behavioural states of pleasure and displeasure were annotated, while neutral or undefined
state was assumed to be any state that was not specifically marked. This simplification was used since recognising
more subtle behavioural states of people with PIMD is extremely hard. A second category of communication
attempts, (comment, demand, protest) was also annotated, but is not discussed here, as the recognition works
in a similar manner.

In our experiments we take the annotations of behavioural states as ground truth. This is somewhat debatable,
as there is in fact no way to know what the people with PIMD are actually experiencing at any given time, and
there is no way for them to actually explain it to us. Nevertheless we feel that people tasked with annotation
were familiar enough with their subjects so that they could render as accurate picture of their behavioural state
as is possible [VDCP110].

4 Behaviour state recognition

The core of the system is developed in Prolog. Our method assumes that the person with PIMD has distinct NVS
that correlate to his internal behavioural states. Each of the detected signals can have a meaning, but in people
with PIMD that is not a guaranty. The NVS can have no meaning or the same NVS is used to convey multiple
dissimilar meanings ie. the person with PIMD could clap to signify happiness, but also to signify sadness. These
signals do not necessary follow social conventions, for instance lifting the corners of the mouth up can signify
pain not pleasure as in normative individuals.

The code in the listings that follow is simplified in order to help understanding and not bog down the user
with details.

4.1 The Unique Non Verbal Signals method

The Unique Non Verbal Signals Model makes it’s decision based on the idea that there exists a NVS that will
signify pleasure, but will never be used to signify any other behavioural state. In Figure 3b, the green represents
all the NVS that correspond only to pleasure, red are those that would correspond solely to displeasure and
blue are the those that would represent the neutral state. The grey represent NVS that cannot be robustly
categorised. They could have no meaning or the meaning simply cannot be extracted at this time. There are
also some NVS that are not part of the annotated dataset, as they did not occur in the particular individual.
They are shown on the outside of the set.

In order for us to robustly detect pleasure we must remove all NVS, that are associated with displeasure
or neutral state. This leaves us with a set of NVS that uniquely represent the behavioural state of pleasure.
Additionally if experts annotated that a certain NVS corresponds with a behavioural state we must take that
into account.

Deciding on the behavioural state based on the NVS is simple (Listing 1). We check if there are any NVS
that are specific to pleasure, either from the expert knowledge or from the annotated examples. The term
assessment(’Pleasure’, NVS) will return a NVS that was annotated as denoting pleasure by the experts. The
second part of pleasure_marker term will check if there is a NVS in the annotations associated with pleasure
and not with displeasure or neutral state. The term window(Interval, NVS, _) unifies for any three second
window that is annotated with a given NVS or other annotation. If either of these rules holds true we identify
the behavioural state as pleasure. This system works surprisingly well, with the limited dataset available, as
discussed previously. But it is expected to become less viable with more data. The results of this can be seen
in Figure 4a. Due to uniqueness of the people with PIMD a model is trained for each individual. The dataset
for each individual is small, consisting of less than 10 annotated examples of each behavioural state of various
lengths. In order to verify the results of our method we trained the model on all the examples baring one for each
state and compared it to the Ground truth - as based on annotations. The example here is a contiguous set of
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Figure 3: NVS detection and interpretation.

decide_state(Interval, 'Pleasure') :-
pleasure_marker (Pleasure),
window(Interval, NVS, Annotation),
member (NVS, Pleasure).

pleasure_marker (NVS) :-
assessment ('Pleasure', NVS).
pleasure_marker (NVS) :-
window(Interval, NVS, _),
window(Interval, 'Pleasure', _),
not (displeasure_marker (NVS)),
not (neutral_marker (NVS)).

Listing 1: Querying the behavioural state.

windows that annotate pleasure, so the data is not cross contaminated. The accuracy is the correct classification
of the behavioural state that was not used for training for each possible example of a behavioural state.

4.2 The Valence method

The second method treats the significance of the NVS as an indicator of behavioural state on a continuous
interval. We assume that each NVS has a certain correlation with valence. In our case valence is a number
that is correlated with the three behavioural states (displeasure, neutral, pleasure), a simplified case of mapping
feelings to an Arousal-Valence plane. Valence is assumed to be a value in [-1, 1] interval where displeasure is
associated with negative and pleasure with positive numbers.

Listing 2 contains the pseudo code for valence calculation. If there is little or no correlation between pleasure
and the expression it should gravitate towards negative values. Inverse must be true for displeasure. correla-
tion_set(NVS, Behavoural_state, Num_correlations) returns the number of all annotated intervals that contain
a NVS at the same time as the behavioural state. The intervals(Behavioural_state, Num_ezamples) returns the
number of all annotated intervals of a certain behavioural state.

If we want to classify the behavioural state based on NVS we add the valence off all the NVS that are
expressed. We determine the behavioural state based on the value of valence (Listing 3). The calculate_valence
is a recursive function that sums the valence of a set of NVS, and returns 0 for an empty set.

The P_Cut and D_Cut variables determine the intervals of pleasure, displeasure or neutral behavioural state.
We use Constraint Logic Programming to determine the optimal values for these values. At its core it is a
minimisation problem where we try to find the thresholds for the intervals that produce the smallest classification
error. It uses standard architecture for clpfd labeling from the SWI-Prolog library, adapting it to the problem.

The rationale for the system is as follows. We take all the windows in the annotations we have and attempt
to find values where we cut the valence dimension so that our classification error is the smallest possible.

The function behaviour_state(NVS_Set, Decision, Pleasure, Displeasure) in Listing 3 can also be used in



valence(NVS, Valence) :-

correlation_set(NVS, Pleasure, NVS_P),
correlation_set (NVS, Displeasure, NVS_D),
correlation_set (NVS, Neutral, NVS_N),
intervals(Pleasure, P_Set),
intervals(Displeasure, D_Set),
intervals(Neutral, N_Set),
Valence_direction is NVS_P/P_Set

- NVS_D/D_Set,
Valence_strength is 1 + P_Set

+ N_Set+D_Set,
Valence is Valence_direction/Valence_strength.

Listing 2: The function that calculates the valence.

behaviour_state(NVS_Set, Decision, P_Cut, D_Cut) :-
calculate_Valence(NVS_Set, Valence),
(valence > P_Cut ->
(Decision = Pleasure);
(valence < D_Cut ->
(Decision = Displeasure);
(Decision = Neutral))).

calculate_valence([], 0).
calculate_valence([NVS | Rest], Valence) :-
valence(NVS, V1),
calculate_valence(Rest, V2),
Valence is V1 + V2.

Listing 3: Determining the behavioural State.

deciding future behavioural states if provided withe the optimised values for P_cut and D_cut. Note that these
values are dependant on the function that is used.

Using the same methodology as before, this model performs worse then the somewhat naive Unique non
Verbal Signals method, as seen in Figure 4b. Person A has very high miss classification of neutral state, owning
to a small example size for this state. The Valence method seems to perform better for subjects with more
annotations, perhaps indicating that it does not benefit as much from expert knowledge. Due to the algorithm
the methods work on opposite spectrum, as Unique non Verbal Signals method with infinite data converges
toward expert knowledge while Valence method diverges from it.

5 Conclusions

In this paper we presented two Machine Learning algorithms, specialised for learning behavioural states of people
with PIMD. The advantage over the more common Machine Learning algorithms is the ability to incorporate
prior knowledge from the assessments. This is important as detecting feelings is hard even when the subjects are
healthy people who exhibit appropriate socially conditioned verbal and von-verbal signals. With the population
of people with PIMD it is much harder as they exhibit little to no standardised expressions due to mental or
physical disabilities. The cost of personalising behaviour state algorithms must be as small as possible since
collecting the data to train them will require outside help. We presented two candidates for this system that
give promising results.

The work at this time assumes that the detected NVS are robustly detected. As the work progresses the
recognisers will return the probability of the detected NVS. This will add another level of complexity to the
system. While the Valence method is easily adapted to the non deterministic nature of the recognisers the Unique
Non Verbal Signals method will require additional handling of probability logic to cope with the expected data.
Furthermore other machine learning methods will be investigated in order to see if we can achieve better results
with them on a larger dataset.
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