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Abstract. This paper describes our evaluation methods in the task 1 of AILA 

(Artificial Intelligence for Legal Assistance) tasks in FIRE 2019. The task 1 is 

to identify relevant prior cases for a given situation. We deem the task as an in-

formation retrieval task. We first extract the topic words from the given situa-

tion and use the topic words as a query to identify the relevant prior cases by 

using the information retrieval model. The best result gets the second place on 

the MAP.  

Keywords: Artificial Intelligence for Legal Assistance, Legal Retrieval, Infor-

mation Retrieval. 

1 Introduction 

During the judge's trial of the case, prior cases help a lawyer understand how the 

Court has dealt with similar cases in the past and prepare the legal reasoning accord-

ingly. Therefore, it is important to help judges find similar prior cases for a given 

situation. In this evaluation, the organizer provides 3000 cases of documents of cases 

that were judged in the Supreme Court of India. The task is to identify the most rele-

vant cases related to the given situation [1]. In this paper, we introduced the methods 

in this task. Our method is divided into two steps. First, the topic words are extracted 

from the given situation. And then, the topic words are deemed as a query to search 

the relevant prior cases by using the retrieval model. We use experimental data pro-

vided by the Fire2017 legal retrieval task, and select the number of keywords accord-

ing to the change of the MAP value. 
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2 Model Framework 

The Framework is shown as following figure 1. 

 

 

Fig. 1. Model Framework  

First, the topic extraction module uses TF-IDF and TextRank methods to extract the 

topic words from a given situation. And then the top-k topic words, which are deemed 

to be a query, are input to the retrieval model such as the VSM(Vector Space Model), 

the BM25 model, and the LM(Language Model). The top-n cases in the retrieval re-

sult are deemed the relevant prior cases.  

3 Topic Extraction Method 

3.1 TF-IDF-based topic extraction method 

TF-IDF (term frequency-inverse document frequency) [2] is an important indicator of 

how important a word is in a document. The weight assigned by TF-IDF to the word t 

in document d can be expressed as: 𝑇𝐹 − 𝐼𝐷𝐹 = 𝑡𝑓𝑡,𝑑 × 𝑖𝑑𝑓𝑡，𝑡𝑓𝑡,𝑑 =
𝑛𝑡,𝑑

∑ 𝑛𝑘,𝑑𝑘
 repre-

sents the frequency of the term in the document d, 𝑖𝑑𝑓𝑡 = log10
𝑁

𝑑𝑓𝑡+1
 indicates the 

inverse document frequency. Where 𝑑𝑓𝑡  indicates the number of all documents in 

which the term t appears, plus 1 is to prevent the denominator from being zero, and N 

is the number of all documents. 

3.2 TextRank-based topic extraction method 

TextRank [3] is a graph-based topic extraction algorithm that can extract topic 

words from a single document. Formally, let 𝐺 = (𝑉, 𝐸) is a directed graph consisting 

of a series of vertices V and edges E. 𝑤𝑗𝑖  represents the weight between two vertices 

𝑉𝑖 and 𝑉𝑖. In(𝑉𝑖) represents a collection of points pointing to that point. Out(𝑉𝑗) indi-

cates that vertex 𝑉𝑗 points to a collection of points. Where d is the damping coeffi-

cient, which is between 0 and 1, and is generally set to 0.85. The score of a vertex 𝑉𝑖 
is defined as follows, according to the formula for calculating the score of each word.  

 



3 

 𝑊𝑆(𝑉𝑖) = (1 − 𝑑) + 𝑑 ∗ ∑
𝑤𝑗𝑖

∑ 𝑤𝑗𝑘𝑉𝑘𝜖𝑂𝑢𝑡(𝑉𝑗)

𝑊𝑆(𝑉𝑗)𝑉𝑗𝜖𝐼𝑛(𝑉𝑖)
 (1) 

4 Identifying the Relevant Cases via Information Retrieval 

Model 

In our approach, we consider the extracted topic as a query and the prior cases as a 

document collection. The task of this evaluation can be formulated as a retrieval prob-

lem. We used three search models, as follows: 

4.1 Vector Space Model 

The Vector Space Model [4] uses cosine similarity to calculate the similarity between 

a query and a document. Suppose the vector corresponding to the query q is repre-

sented by �̅�(𝑞) = (𝑤11, 𝑤12, ⋯ , 𝑤1𝑛), and the vector corresponding to the document 

d is represented by �̅�(𝑑) = (𝑤21, 𝑤22, ⋯ , 𝑤2𝑛), each of the vectors The components 

correspond to one term. 

 𝑠𝑐𝑜𝑟𝑒(𝑞, 𝑑) = 𝑐𝑜𝑠𝜃 =
𝑉(𝑞)∙𝑉(𝑑)

|𝑉(𝑞)||𝑉(𝑑)|
=

∑ 𝑤1𝑘×𝑤2𝑘
𝑛
𝑘=1

√∑ 𝑤1𝑘
2𝑛

𝑘=1 ∑ 𝑤2𝑘
2𝑛

𝑘=1

 (2) 

During the retrieval process, the similarity scores of the query and each document 

are calculated and sorted according to the similarity score. The higher the ranking, the 

more relevant the document is to the query. 

4.2 Probability Model 

BM25 [5] is a method for establishing a probability model based on factors such as 

word frequency and document length. For a query q is a collection containing n terms 

t. 𝑡𝑓𝑡,𝑑 represents the word frequency of the term t in the document d, N represents the 

number of all documents, 𝑑𝑓𝑡 represents the number of all documents in which the 

term t appears, 𝐿𝑑 represents the length of the document d, and 𝐿𝑎𝑣𝑔 represents the 

whole The average document length of the document collection. 𝑘1 is a tuning param-

eter with a positive value, and 𝑏 is another tuning parameter. The value ranges from 0 

to 1. 𝑘3 represents a tuning parameter with a positive value, which is used to scale and 

control the frequency of the term in the query. n represents the number of terms in the 

query. The relevant line scores of each query word and document are calculated in the 

calculation process, and finally, the sum is obtained to obtain the correlation score 

between the query and the document. 

 𝑠𝑐𝑜𝑟𝑒(𝑞, 𝑑) = ∑ log [
𝑁

𝑑𝑓𝑡
]𝑛

𝑡∈𝑞 ∙
𝑡𝑓𝑡,𝑑∙(𝑘1+1)

𝑡𝑓𝑡,𝑑+𝑘1∙[(1−𝑏)+𝑏∙
𝐿𝑑

𝐿𝑎𝑣𝑔
]
∙
(𝑘3+1)∙𝑡𝑓𝑡,𝑑

𝑘3+𝑡𝑓𝑡,𝑑
 (3) 
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4.3 Language Model 

We build language models θQ and θD for queries and documents. According to the 

risk minimization model, the KL (Kullback-Leibler) distance metric is applied to the 

correlation between the query language model θQ and the document language model 

θD[6]. The scores for query q and document d become: 

 𝑠𝑐𝑜𝑟𝑒(𝑞, 𝑑) =
Q

Q D Q

w D

( | )
( | ) ( | ) log

( | )V

P w
KL P w

P w


  



   (4) 

Where V is the entire vocabulary, w is the term in V, and is the language model of 

the query and document, respectively. P(w|θQ) and P(w|θD) are the probabilities of w 

in the query language model θQ and the document language model θD, respectively. 

P(w|θQ) uses the maximum likelihood estimation, and P(w|θD) uses the Dirichlet 

smoothing[7] document language model. 

5 Experiment 

5.1 Experiment Setting 

In the process of extracting the topic words using TextRank, we use the TextRank 

method in the open-source toolkit HanLP† to extract the topic words. The VSM re-

trieval model was implemented using the Lucene [8] toolkit‡, and the BM25 retrieval 

model and language model were implemented using the Lemur[9] toolkit3§. 

5.2 Parameter Settings 

We conducted six experiments according to topic extracting methods and retrieval 

models. The value of TopK is between 40 and 120, and the experimental results are as 

shown in Fig.2. And select the number of topic words according to MAP. 

 

 

                                                           
† https://github.com/hankcs/HanLP 
‡ http://lucene.apache.org/ 
§ http://www.lemurproject.org/ 
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Fig.2. The Map with different number of topic words 

It can be seen from the figure 2 that TF-IDF+VSM, TF-IDF+BM25, Tex-

tRank+LM are relatively stable, so we submitted the search results of these three 

models, labeled HGC_1, HGC_2, HGC_3, and the model parameter settings are as 

following Table 1 : 

Table 1. Experimental parameter setting. 

Runs Query Extraction Model Parameter Topk 

HGC_1 TF-IDF Vector Space Model None 80 

HGC_2  TF-IDF BM25 K1:1.2,b:0.75,K3:7 70 

HGC_3 TextRank Language Model μ=100 60 

5.3 Experimental Result 

The results of the top seven submissions are as following Table 2. 

Table 2. Results of the AILA Task 1. 

Runs MAP P@10 BPREF 1/rank of first 

relevant document 

HLJIT2019-AILA_task1_2 0.1492 0.07 0.1286 0.288 

HGC_1 0.1382 0.0575 0.1207 0.28 

HLJIT2019-AILA_task1_1 0.1335 0.06 0.1134 0.282 

HGC_2 0.1286 0.05 0.1092 0.256 

IITP_BM25_case 0.0984 0.0275 0.0869 0.175 

TFIDF 0.0956 0.05 0.067 0.203 

HGC_3 0.0946 0.0316 0.0804 0.18 

It can be seen from the experimental results that TF-IDF+VSM has achieved good 

performance and ranked second. The language model combined with the TextRank 

topic extraction method did not show excellent performance. 

6 Conclusions 

This paper describes the evaluation method we used in the FIRE2019 AILA. The TF-

IDF and TextRank based topic extraction methods are used in the topic extraction 

stage. And the VSM, BM25, and LM are used in the retrieval stage. Through the final 

evaluation results, it can be seen that the TF-IDF-based topic extraction method com-

bined with the VSM model is superior to our other submission results. 
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