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Abstract. This paper describes our participation in the shared task
“Hate Speech and Offensive Content Identification in Indo-European
Languages” (HASOC) at the Forum for Information Retrieval Evalu-
ation (FIRE) 2019. This work studies the detection of hate or offensive
content on English posts published on Facebook or Twitter. For a fine-
grained study of the task, we analyzed two different approaches: the first
one regards the design of two architectures using convolutional and recur-
rent neural networks. Meanwhile, the second approach examines a range
of paradigms based on classical machine algorithms, neural networks,
and transformers.
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1 Introduction

HASOC[12] at FIRE[2] aims to identify hate and offensive content in social me-
dia, taking into account tweets and Facebook posts for Indo-European languages.
To accomplish this goal, they propose three sub-tasks that tackle this issue in
three languages: English, German and, Hindi.

– Sub-task A: Hate or Offensive Identification.
– Sub-task B: Category Classification.
– Sub-task C: Target Identification.

The aim of sub-task A is to classify short-posts into two classes: “Hate and
Offensive”(HOF) and “Non-Hate and Non-Offensive”(NOT). For the HOF posts,
sub-task B implements further fine-grained classifications to categorize them into
three groups: Hate speech (HATE), Offensive (OFFN) and Profane (PRFN).
Furthermore, sub-task C focuses on whether a HOF post is targeting a particular
individual/group (Targeted Insult, TIN) or just generally profane (Untargeted,
UNT). We can find further information about these tasks on [12].
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As we did in previous researches [13–15], we put our effort to deal with
these kinds of challenges using Machine Learning (ML) and Natural Language
Processing (NLP). In this paper, we will use the same fields but digging a little
deeper in Deep Learning (DL) [10], Neural Networks (NN) [11], and architectures
based on transformers [19].

We organize this paper into four sections. The first section provides an in-
troduction to this paper, followed by descriptions of the proposed approaches
and their respective systems. Meanwhile, the third section presents many exper-
iments, and those results achieved. The final section concludes our work.

2 Systems Description

This section presents the main approaches that have been taken into account in
this research.

The first approach considers two architectures. The first one is DL-NN, which
utilizes Convolutional Neural Networks (CNNs) [8] and Recurrent Neural Net-
works (RNNs). It has three embedding layers as inputs. The first layer (I1) takes
into account the embedding of a pre-processed post. The following two layers:
consider the embedding of its Part of Speech (POS) tagging [3, 16] (I2) as well as
the existence of positive or negative words, according to a pre-defined lexicon [7]
(I3). After that, the first embedding input feeds a CNN layer, which is followed
by an LSTM layer (O1). The second and third input layers feed a CNN (O2) and
a dense layer (O3) respectively. The outputs of these three layers (O1, O2, O3)
are concatenated and feed to a dense layer, which compounded by two nodes.
Softmax is used to get the predictions.

Our second architecture is NN-AA. It implements Long short-term memory
(LSTM) [21] layers, which is a typical type of RNN. It takes the embedding
representation of its respective pre-processed post, together with another feature
input extracted from the tweet’s POS tagging. It is essentially an embedding
layer followed by an LSTM layer. The model also incorporates an attention
layer [5] to pay focus on critical words in the sentence. We concatenate the
output of this attention layer to the POS tagging vector representation. The
vector is calculated as the sum of the frequency for each word’s POS tag divided
by the total number words of the sentence. We feed the concatenated vector into
a dense layer that implements softmax function and generates predictions.

We considered another approach, which is called MA-MO. This approach
examines a variety of models, that go from traditional Machine Learning, i.e.
Support Vector Machine [1], Logistic Regression [20] and Naive Bayes [18] models
to some Deep Learning models i.e., a simple CNN, a simple Dense layer (SDL),
or a Multi-Layer Perceptron (MLP) [9]. We also considered the fine-tunning of
some architectures based on slightly modified transformers. We combined the
results of our systems to feed an ensemble classifier.
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3 Experiments and Results

In this section, we comment on all the experiments and the results achieved.
HASOC provides a training set of approximately 6000 posts written in English.
Table 1 shows that sub-task A has 5852 posts, and they are labeled as HOF
(Hate and offensive) and NOT (Non-Hate-Offensive). Sub-task B and sub-task
C each have 2261 posts. HATE (Hate speech), OFFN (Offensive), and PRFN
(Profane) labels are for sub-task B. TIN (Target insult) and, UNT (Untargeted)
are for sub-task C.

Table 1. Summary of the English training set provided by the organizers.

SubtaskA SubtaskB SubtaskC

HOF NOT HATE OFFN PRFN TIN UNT

Num. posts 2261 3591 1143 451 667 2041 220

Total 5852 2261 2261

Table 1 also shows that the dataset for sub-task A is slightly balanced. How-
ever, the others are not, especially for PRFN, OFFN, TIN and UNT classes in
their respective datasets. We tackled this issue by performing data augmentation
to the posts in the unbalanced categories and generates an acceptable training
set. Furthermore, to this set, the organizers provided an unlabeled test set of
almost 1000 posts to test our systems.

To get a development set, we split the training set into two parts. So, we
used 10% of the training set for tunning our parameters. The official metrics to
evaluate the proposed systems for these three sub-tasks were F1 macro, and F1
weighted[12].

We applied the following text pre-processing to the posts that are input to our
systems: we remove URLs, numbers, users, times, dates, emails, and percents.
Besides, we normalize hashtags (i.e., Converting “#TrumpIsATraitor” to “trump
is a traitor”), emojis with its CLDR version, elongated words (i.e., Transform-
ing “haaaaahaa” to “haha”), repetitions, emphasis, and censored words. Both
proposed approaches use the text pre-processing mentioned above. Additionally,
the first approach and part of the second approach (traditional ML and DL
models) uses Glove embeddings[17]. Meanwhile, we feed the architectures based
on transformers with pre-processed data only.

Regarding our first approach, DL-NN allows us to try a variety of settings.
To get some patterns in n-gram words, we use CNN layers, with 256 filters and
various sizes of kernels (1, 2, 3, and 4) to find the optimum. As we describe in
section two, we use an LSTM for capturing long-term dependencies after the
CNN layers. GRU [6] and BiLSTM [4] layers are our first attempt, but LSTM
gives much better results. In short, our architecture is defined as we mentioned
in section two, it used a kernel size of 2 for both CNNs (O1, O2) and 128 nodes
for the dense layer (O3). In our second stage, it utilizes 128 nodes for LSTM.
Next, we concatenate the outputs to feed a dense fully-connected layer of 64
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nodes. Finally, a layer with two nodes and softmax is used to get predictions.
The dimensions of word embeddings are 200. We used Adam optimizer with a
learning rate of 0.01, and 50 epochs were run.

In contrast to DL-NN, we implement the attention mechanism in NN-AA ar-
chitecture, which particularly focuses on important parts (words) of the sentence
(post). For the attention layer, we experimented with GRU, BiLSTM, and LSTM
structures, and LSTM outperforms the others. Another feature that boosts a few
of our results was the addition of a vector POS tagging representation. To get
this last feature, we took the main combinations of tags, i.e verbs or adjectives
followed by a noun. These combinations are some of the most repeated patterns
in the training dataset. We concatenated the vector pattern representation with
the output of the attention layer. A dropout rate of 0.2 was used, but the results
did not get better. Then we just used softmax to make the predictions.

We carried out many experiments with various setups for the second approach
(MA-MO). The same features as with the other two architectures, together with
Glove word embeddings, are tested on conventional ML models. Most models
have experimented with default parameter settings. For the models that use
CNN (with 128 filters and a kernel size of 2), SDL (with 128 nodes), or MLP
(256 nodes), we just fed them with embeddings mentioned above (with the di-
mension of 200). Meanwhile, the fine-tuning models used raw tokenized posts as
inputs. There are two nodes in the output layer for all models mentioned, and
the softmax function for generating predictions.

Table 2. Results for English development dataset for SubtaskA, SubtaskB and Sub-
taskC.

SubtaskA SubtaskB SubtaskC

F1 macro F1 weig. F1 macro F1 weig. F1 macro F1 weig.

DL-NN 0.67091 0.72436 0.28458 0.61162 0.46098 0.70064

NN-AA 0.70324 0.71982 0.35568 0.77016 0.48912 0.73466

MA-MO 0.77912 0.72887 0.54701 0.82878 0.51928 0.80119

ENSEM 0.78093 0.84193 0.55161 0.81019 0.51410 0.83994

As we can see, Table 2 shows a summary of the results that each one of the
proposed approaches achieved. We can observe that DL-NN has the worst per-
formance. However, when we incorporate the Attention layer (NN-AA) and the
vector POS representation, the performance increases further. Furthermore, the
performances significantly improved with the ensemble models (MA-MO). We
combined the first two architectures with MA-MO to get the ENSEM model.
And clearly, the last one outperforms the others.

3.1 Official Results

As we commented on in section 3, HASOC provides a test set of approximately
1000 unlabeled posts to evaluate our systems. We show the results of such an
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evaluation in Table 3. For each one of the sub-tasks, three runs were submitted.
The NN-AA, MA-MO, and ENSEM were submitted as run1, run3, and run2
respectively. It is emphasized that we used the same systems to face the three
sub-tasks. The proposed system exceeded our expectations, but the ensemble
classifier boosted us in the ranking.

Table 3. Offical ranking for English SubtaskA, SubtaskB and SubtaskC.

SubtaskA SubtaskB SubtaskC

F1 macro F1 weig. F1 macro F1 weig. F1 macro F1 weig.

NN-AA.run1 0.65357 0.70063 0.25579 0.58895 0.41692 0.66778

MA-MO.run3 0.74706 0.80711 0.50638 0.75140 0.49399 0.77353

ENSEM.run2 0.75676 0.81820 0.50511 0.75957 0.48799 0.78403

Ranking 3rd place./79 2nd place./50 2nd place./45

4 Conclusions

In this paper, we proposed two approaches that allow us to face this shared task.
We observe that, for the first approach, the combination of CNNs and RNNs
for handling n-grams and long-term dependencies cannot generate satisfactory
results. Such an issue gets solved when we incorporate attention layers and a
vector POS representation. We believe this improvement is the result of con-
siderations imposed on important words and the most repeated POS patterns
inside sentences. For the second approach, the proposed systems perform robust
enough. We consider that fact is due to each of the systems manages to capture
specific patterns that other systems ignore, whereas the ensemble could join all
these patterns. It is important to mention that for sub-task B and C, data aug-
mentation improved the performances.
For future works, we have observed that more in-depth studies on DL and taking
into account the actual state-of-the art can help us improve our results.
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