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Abstract

The paper presents the results of the ongoing research on creating the semantic field of empire. A se-
mantic field is a collection of words and word combinations covering a certain area of human experience and
forming a relatively autonomous microsystem with one or several centres. Relations in such microsystems
are also called associations. We draw upon data on syntagmatic collocability and distributional analysis
techniques to form a set of lexical units connected by systemic paradigmatic relations of various types and
strength. We have developed a methodology to fill a semantic field with lexical units based on morphologi-
cally tagged corpora and Sketch Engine built-in tools of statistical distributional analysis. Text material is
represented by our corpora in the domain of empire. As part of the study, we have retrieved lists of items
filling the semantic field of empire. Our research is focused on the concept of empire in different languages;
therefore, we also deal with translation equivalents in language pairs.

Keywords: semantic field, concept of empire, corpora, distributional statistical analysis, distributional
thesaurus

1 Introduction

Languages tend to reflect everything native speakers think or know about the world. Such beliefs exist
not only in the mindset of an individual, but are also characteristic of larger groups (families, nations, societies,
etc.) and form what is called a picture of the world. Language and picture of the world are inextricable: a
picture of the world can be described by language which in its turn creates a linguistic picture of the world
depending on a nation’s culture and experience. Researchers seem to be interested in studying linguocultural
correlations between similar items within different linguistic pictures of the world.

Linguistic picture of the world determines the most important features of each language, its vocabulary,
word formation and syntax [Weisgerber, 1993]. Studies of various linguistic pictures of the world contribute to
the research of a native speaker mindset, but a proper study of linguistic picture of the world and linguistic
consciousness requires that they should be presented in the form of something tangible and researchable.
Associative fields and thesauri might play this role [Ufimtseva, 2014].

Associative fields relate to semantic fields, which can be defined as sets of language units (words and set
phrases) with a common meaning component. Groups of lexemes within a semantic field have both linguistic
and non-linguistic relations. Such links between elements within a field are of great importance because they
reflect dependencies between words in a language. Words are not used separately; all lexemes tend to form a
model of the lexical-semantic system.
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2 Semantic Fields Description

The term “field” was introduced by G. Ipsen to denote a group of words which forms a unit of meaning
[Ipsen, 1924]. The field theory of semantics (defined as the study of words with similar meaning) was developed
by W. Humboldt and H. Osthoff [Shur, 1974]. Semantic fields are considered to be semantic groups which consist
of lexemes and relations between them, such as synonymy, antonymy, hyponymy, meronymy, etc.

A semantic field can be described by its features. Each field has several semantic properties; elements of
semantic fields are joined together by some common semantic property. V. G. Admoni argued that all semantic
fields have the following structure: a nucleus, or a core, and a periphery [Admoni, 1973]. All elements of a field
(lexemes) are connected to its nucleus. The nucleus must convey a general meaning of its field, therefore only
lexemes with the simplest meaning components become a nucleus while meaning components of the nucleus
must be present within other field elements. The further an element is from the field core, the more complex are
its meaning components. Elements of the field periphery usually consist of several simple meaning components
and thus may be connected to the nearby fields. Coherence between elements might differ within a field and
could be measured using methods of computational linguistics.

Elements of a field have systemic syntagmatic (textual), paradigmatic (associative) and epigmatic
(lexically derived) relations [Novikov, 2011]. In order to place an element into a lexical system of a language
and form a semantic field, all three types of relations should be determined. However, many studies prove that
two main types (textual and associative relations) are enough for this purpose. In order to form a semantic
field, we need to implement the following steps: choose a list of lexemes that will be constituents of the field
and determine relations between them.

There are various ways of making a list of candidates. The easiest one seems to be a monotonous task
of selecting items from all types of dictionaries (glossaries, semantic dictionaries, dictionaries of collocations,
etc.) representing syntagmatics as well as paradigmatics. However, this method is somewhat time-consuming
and subjective. Besides, it does not guarantee that the list of elements will be comprehensive. Alternatively,
we can use an association experiment, which might prove effective.

We believe that methods and approaches of computational linguistics provide the best way to form a
semantic field. All lexemes are represented in texts, which can be used for extracting necessary items. First,
we should find or create a large set of texts (corpus). The next step is to calculate coherence using statistical
measures, which would provide us with enough data for the extraction of relevant texts and lexemes. This
methodology allows us to make semantic field construction automatic.

3 Corpus-Based Semantic Research

A corpus is a big collection of annotated and structured language data presented in electronic form and
designed for linguistic research [Zakharov, Bogdanova, 2019]. The number of corpus-based studies is rapidly
increasing due to linguistic annotation within corpora and a large amount of language data available for
research purposes. Moreover, corpora can be easily built for a specific purpose, which is appealing to many
scholars.

As corpus linguistics developed and new larger semantically annotated corpora emerged semantic corpus-
based studies slowly evolved as well. A. Kilgariff, arguing in one of his works that semantics should be studied
using corpora, stated that a word sense corresponds to a cluster of texts for this word [Kilgarriff, 1997|. Corpora
are widely used in quantitative semantics: word sense disambiguation is often based on frequencies of words
in context extracted from corpora; semantic space (semantic field) construction relies on calculating semantic
distances and determining relations between words within a corpus.

Statistical scores can describe elements that tend to co-occur in corpora. Such co-occurring elements which
form syntagmatic relations in texts can be called collocations. Coherence within collocations is calculated using
various statistical measures implemented in modern corpus systems: the most widely known are MI (Mutual
Information), log-likelihood, t-score, minimum sensitivity, logDice.

Paradigmatic relations describe semantically similar elements: semantic similarity is based on determining
the agreement of words’ lexical neighbourhood [Ruge, 1992]. Therefore, in order to form paradigmatic relations,
we need to determine co-occurrence vectors for each word and compute their similarity. By comparing vectors,
we compare distances between them; the smaller the distance, the closer the words are in meaning to each
other.

Paradigmatic relations can also be formed based on syntagmatic ones. Two words are considered
paradigmatically related if each of them is systematically connected to a third text element.



One more way to compute paradigmatic relations is using statistical distributional analysis. The analysis
includes a set of algorithms for language description based solely on the distribution of elements within texts
[Yartseva, 1976] and provides a clear indication of functional and semantic relations between field elements.
Algorithms of statistical distributional analysis are implemented in many corpora systems (e. g. Sketch Engine

(Fig.1)).
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Figure 1: A distributive thesaurus for the word umnepus (subcorpus for the first half of the XIXth century)

4 Formation of Semantic Fields Using Corpus Managers

4.1 Sketch Engine

A corpus manager is a corpus analysis tool for data search and extraction. The most widely known
are Sketch Engine, NoSketch Engine, AntConc, MonoConc, etc. Corpus managers allow users to perform
the statistical analysis necessary for term extraction (these terms form a semantic field) and identification of
semantic relations between the terms. For detailed description of corpus managers’ tools, refer to documentation
[Sketch Engine documentation|, [AntConc Software].

In this research, we used Sketch Engine — a corpus analysis tool which allows users to create corpora by
uploading files or downloading content from the web using WebBootCaT technology. Sketch Engine built-in
tools deal with lexical-semantic patterns (word sketch), statistical analysis, distributional thesauri, clustering,
keyword extraction, etc. The goal of our study — to form a semantic field — implies identifying syntagmatic
and paradigmatic relations between corpus items, for which purpose we use the following Sketch Engine tools:
“Collocations” for syntagmatic relations (using association measures) and “Thesaurus” for paradigmatic ones.

The “Thesaurus” tool in Sketch Engine retrieves words having a distribution similar to that of the given
word, which, as a rule, is due to their semantic proximity, i.e., in fact, this tool forms a uniterm semantic field.
Word distribution similarity is calculated statistically by using the association measure logDice [Rychly, 2008|
and lexical-syntactic patterns [Kilgarriff, Rychly, 2007]. At the next step, the most typical word co-occurrences
identified using the “Collocations” tool are added to the semantic field.

4.2 Material and Research Methodology

As this study deals with three languages (Russian, English and Czech) and their linguistic pictures of the
world, we needed a concept equally significant for each of these linguocultures. The concept of empire seems
to be the right one for our purposes. We have undertaken the following tasks: an automatic formation and
comparative analysis of the semantic field of empire for three languages, as well as compiling a thesaurus for
these semantic fields specifying quantitative features and examples from the corpora.

Our research was conducted on English, Russian and Czech text corpora in the domain of empire (the
Russian corpus was created earlier in association with M. Khohlova). Russian and English text corpora consist



of four subcorpora, each covering different periods: the XVIIIth century, the first half of the XIXth century,
the second half of the XIXth century, and the XXth century.

Our methodology relies on the “Thesaurus” tool within the SketchEngine system for extracting a ranked
list for each subcorpora and retrieving a list of lexemes that are present in all thesauri. The detailed description
of our methodology for semantic field formation could be found in [Zakharov, 2018]. After following all the
steps, we have retrieved summaries of distributional thesauri for Russian and English (Table 1, 2).

Table 1: Summary of the distributional thesaurus for the word umnepus (a fragment)

Subcorpus | Rank Lemma Score | Freq | Stability Average | Norm.
coefficient rank rank
XIX-2 1. ascrpusi (Austria) 0,216 | 1014 1
XIX-2 36. aurus (England) 0,131 | 1055 2 29 87
XVIII 22. anrnst (England) 0,095 | 148 2
XIX-2 19. apMus (army) 0,149 | 478 1
XIX-1 37. rocrojuH (master) 0,085 | 363 1
XIX-2 24. rocyiapcerseHHocTh (statehood) | 0,143 201 2 19 o7
XX 14. rocynapcrsennocts (statehood) | 0,141 143 2

Table 2: Summary of the distributional thesaurus for the word empire (a fragment)

Subcorpus | Rank | Lemma | Score | Freq | Stability Average | Norm.
coeflicient rank rank
XVIII 5. church 0.227 | 2932 3 28,3 56,7
XIX-1 41. church 0.114 744 3
XIX-2 39. church 0.185 | 3170 3
XVIII 29. dominion | 0.158 487 1
XVIII 30. England | 0.158 | 5499 4 31,25 31,25
XIX-1 38. England | 0.117 | 2253 4
XIX-2 33. England | 0.196 | 5211 4
XX 24. England | 0.165 | 3659 4
XVIII 18. Europe 0.172 | 1615 4 27,5 27,5
XIX-1 26. Europe 0.126 | 1516 4
XIX-2 17. Europe 0.219 | 4361 4

Due to the lack of Czech historical corpora, we failed to conduct a diachronic study for the Czech
language. The research was carried out using corpora of modern texts: syn v7 (all synchronic written corpora
of the Czech National Corpus) and csTenTen 2017 (Sketch Engine Czech web corpus).

At the first stage, various lexicographic sources were used to describe the concept of empire in terms of
keywords. Having analysed definitions of empire in various Czech dictionaries, we identified the main meanings
and corresponding semantic attributes of the concept of empire:

1. monarchy, headed by the emperor;
2. large state, consisting of several parts, possibly colonies;

3. metaphoric meanings derived from one of the first two (e.g. a large enterprise, parts of the natural world,
etc.).

In our analysis, we deal only with vocabulary related to the first concept.

We have carried out a definitional analysis of explanatory dictionaries and dictionaries of synonymy and
identified elementary units of a meaningful plan. In doing so, we sought to make these terms monosemic.

Lexical identifiers of the concept of empire in Czech are as follows: cisaf (the emperor), cisafstvi (empire),
dynastie (dynasty), impérium (empire), krél (king), mocnaistvi (monarchy), monarchie (monarchy), panovnik
(ruler), fiSe (empire), vlddce (ruler).



Then for each of these identifiers, 10 distributional thesauri were built in Sketch Engine based on csTenTen
2017 corpora (Fig. 2). In order to avoid retrieving nonrelevant vocabulary, the volume of the distributional
thesaurus was limited to 15 items.
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kral 0.373 975,654
panovnik  0.350 88,279
papeZ 0.348 208,554
knize 0.321 151,336
vidce 0.296 300,593
kralovn 0.294 49,985
vladce 0.292 119,743
biskup 0.279 231,650
rezident 0.276 1,510,494
general 0.265 216,111
bratr 0.262 773,133
velitel 0.259 310,254
otec 0.254 1,384,487
ministr 0.250 1,316,050
premiér 0.248 493.872

Figure 2: The distributional thesaurus (semantic field) for the word 7ése

At the next stage, all 10 thesauri were put together into one dataset. Furthermore, for each term, the
average score was calculated. We have made the following empirical assumption: if a lexeme occurs in at least
N thesauri (we call N the stability coefficient), it is a candidate for inclusion in the core of the semantic field.
The lexemes with a value of the score less than N form its periphery. Both in the centre and the periphery
area the lexemes can be sorted according to their score.

Further, for each element of the field core, the most typical bigram collocations were identified using
CNK syn v7 corpus and the “Collocations” tool. Bigrams were sorted by MILlog f — one of the most effective
association measures.

4.3 Results
4.3.1 Semantic field of empire in Russian

Summary distributional thesaurus for the semantic field of empire in Russian included 160 entries with
79 unique words occurring once. 33 different words occur in 2 or more minithesauri. We call these 33 words
the nucleus (or the core) of the semantic field. Their distribution in the subcorpora is as follows: XVIII: 8,
XIX-1: 24, XIX-2: 26, XX: 23. The full alphabetical list of the core lexemes includes:

Amneausn (England), 2ocydapecmeennocms (statehood), 2ocydapemeo (state), depoicasa (derzhava), Eepo-
na (Europe), umnepamop (emperor), uckyccmeo (art), ucmopus (history), xyavmypa (culture), aumepamy-
pa (literature), mup (world), monaprus (monarchy), nayka (science), nauua (nation), obwecmeo (society),
obwuna (community), nosumuka (policy), npasumesvcmeo (government), npocsewenue (education), pegoato-
yus (revolution), peaueus (religion), Pum (Rome), Poccus (Russia), cors (union), cmpana (country), mpa-
duvyus (tradition), yupeocdenue (institution), duaocodus (philosophy), @panyus (France), rpucmuancmso
(Christianity), yapcmeo (kingdom), uepxosv (church)

4.3.2 Semantic field of empire in English

In this section, we present the results of semantic field formation for English. The full list of lexemes
includes 113 items, 46 being unique.

The alphabetical list of terms for the English semantic field includes the following lexemes: affair, Africa,
ally, America, arm, army, assembly, Austria, authority, body, Britain, camp, Canada, capital, church, city,
colony, commerce, community, conquest, Constantinople, constitution, corps, country, court, crown, dominion,
dominions, dynasty, Fast, emperor, Empire, enemy, England, Furope, family, fleet, force, fortune, France,
freedom, frontier, garrison, Gaul, Germany, government, group, happiness, history, house, India, industry,
interest, Ireland, island, Italy, king, kingdom, land, language, law, liberty, life, line, man, monarch, monarchy,



movement, name, nation, order, part, party, people, person, policy, population, position, possession, power,
prince, property, province, Prussia, question, race, religion, republic, Republic, revolution, right, Rome, rule,
Russia, service, settlement, ship, society, sovereign, Spain, state, States, subject, system, territory, throne,
time, town, trade, troop, war, work, world.

Lexemes that occur in 2 or more thesauri form the core of the semantic field of empire. In English, the
core includes 67 lexemes, which are distributed the following way: XVIII: 42, XIX-1: 12, XIX-2: 7, XX: 6. Here
is the full list of the core lexemes in alphabetical order:

ally, army, Austria, authority, Britain, capital, church, city, colony, conquest, constitution, country,
court, crown, dominions, emperor, Empire, enemy, England, Europe, family, fleet, force, France, Germany,
government, history, interest, island, Italy, king, kingdom, land, law, liberty, life, line, man, monarch,
monarchy, name, nation, part, party, people, position, power, prince, province, race, religion, republic, Rome,
Russia, society, sovereign, Spain, state, system, territory, throne, town, trade, troop, war, work, world

4.3.3 Semantic field of empire in Czech

The intersection of 10 thesauri (in total 150 lexical units) gave 88 unique lexemes, of which 13 met 3 or
more times, 20 — 2 times and 55 — once. If we take the stability coefficient equal to 3, then 13 lexemes form the
core of the semantic field of empire for the Czech language. Interestingly, three of the original identifiers of the
concept of empire which we took from Czech dictionaries were found in the combined distributional thesaurus
for the Czech language only 2 times (cisafstvi, dynastie, mocndistvi). However, we included them in the core
of the semantic field for the Czech language.

The full list of the core of the semantic field of empire for the Czech language is as follows (in alphabetical
order): cisai® (emperor), cisarstvi (empire), dynastie (dynasty), generdl (general), impérium, impérium
(empire), kniZe (prince), krdl (king), krdlovna (queen), krdlovstvi (kingdom), mocndfstvi (monarchy),
monarchie (monarchy), panovnik (ruler), ¥ise (empire), velitel (commander), vlddce (ruler), vidce (leader).

The periphery of the field includes 72 lexemes.

A list of bigram collocations — candidates for the semantic field of empire — can also be formed, but this
question is beyond the scope of this paper.

5 Translation Equivalents of Lexemes of the Semantic Field of
Empire in Language Pairs

It is also interesting for us to find out how one and the same concept is translated in different languages,
namely, English, Russian and Czech. This task can be accomplished by means of parallel corpora containing
texts in different languages but in the same cultural and historical paradigm. Thus, such an instrument can
be used to interpret our results from historical and cultural perspectives.

5.1 Russian and English equivalents

In this study we have set a goal to identify translation equivalents for the elements of the semantic field
of empire, English being a source language, while Russian is a target language.

With that end in view, we have compiled a test English-Russian parallel corpus of about 994,000 words.
The corpus currently comprises XVIIIth century historical texts. LFAligner [LFAligner| was used for sentence
alignment, while word alignment was done by GIZA-++ word alignment tool developed within Moses statistical
machine translation system [Moses].

The Sketch Engine tool “Thesaurus” was used to create an English distributional thesaurus for the word
empire (Fig. 3) comprising 100 lexemes.

Each lexeme from the thesaurus was matched with a list of possible Russian translation equivalents
identified by GIZA++ word alignment tool. Table 3 shows Russian translation equivalents for the first ten
elements of the English distributional thesaurus for the word empire and their percentage of the total number
of Russian translation equivalents for the element (percentage values are rounded off). Erroneous translation
equivalents resulted from incorrect word alignment were discarded.

These results could be further interpreted using the “Parallel concordance” tool within Sketch Engine.
This instrument allows us to see the use of translation equivalents in context (Fig. 4).

Comparing the structure of the semantic field of empire in Russian and Czech, we have made the following
observations. If we temporarily exclude from consideration lexemes that mean roughly the same in Russian



Table 3: Summary of the distributional thesaurus for the word empire (a fragment)

English distributional

Lexeme frequency

Russian translation

Percentage of

thesaurus lexeme in the test corpus equivalent the equivalent

MOHaPXUSI 5%

(‘monarchy’)
monarchy 131 nmmepust (‘empire’) 10%
BJIAIBIUECTBO 3%

(‘dominion’)
nmepxasa (‘power’) 1%
muaactus (‘dynasty’) 1%
nepkoBb (‘church’ 80%
church 553 Xpam (“Ecmple’) ) 2%
ITPOBUHITHST 88%

(‘province’)
province 399 Baagenue (‘domain’) 3%
MeCTHOCTD (‘region’) 2%
crpana (‘country’) 1%
cdepa (‘realm’) 1%
ropog, (‘city’) 87%
city 864 crosnna (‘capital’) %
ropozkaHe 1%

(‘city-dwellers’)

monarch 188 MoHapx (‘monarch’) 92%
KOPOJICBCTBO 31%

(‘kingdom’)
. napcrso (‘realm’ 21%
kingdom 275 BJIAJICHHE ((‘domair)l’) 19%
rocymaperso (‘state’) 10%
crpana (‘country’) 6%
BJIAIBIYECTBO 3%

(‘dominion’)
East 307 Bocrok (‘East’) 48%
MoHapx (‘monarch’) 49%
kus3b (‘duke/prince’) 31%
. npunr (‘prince’ 11%
brinee 088 BH&,H,QTGIIE: (‘ovvne)r’) 4%
rocyapsb (‘sovereign’) 2%
HUMIIEPATOP 1%

(‘emperor’)
B1acTh (‘power’) 49%
Morymiectso (‘might’) 27%
power 688 npasa (‘rights’) 4%
TTOTHOMOYH S 3%

(‘authority’)
sepkasa (‘power’) 3%
siusiaue (‘influence’ 3%
mup (‘world’ 72%
world 265 cBer (‘wo(rld/ soci)ety’) 1%
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Figure 3: Part of the distributional thesaurus for the word empire based on the test corpus

and Czech and lexemes that are present only in one of the semantic fields (2ocydapcmeenmnocms (statehood),
nana (pope), kuase (prince), yusuausayus (civilization), generdl (general), velitel (commander)), we can see
that the remaining lexemes are related to the two microfields.

The first microfield contains different names for the concept of empire: in Russian, they are umnepus
(empire), uapcmso (kingdom), deporcasa (power), partly monaprus (monarchy); in Czech, impérium (empire),
rise (empire), krdlovstvi (kingdom), cisarstvi (empire), mocndistvi (monarchy), partly monarchie (monarchy).
The second microfield contains different names for the concept of “emperor”: in Russian, they are monapzx
(monarch), npasumean (ruler), yapo (tsar), saadwxa (ruler), 2ocydapw (sovereign), umnepamop (emperor),
umnepampuya (empress); in Czech, panovnik (ruler), viddce (ruler), cisai (emperor), krdl (king), krdlovna
(queen).

The last stage of our research deals with interlanguage equivalents. A preliminary assessment was carried
out based on 2-volume dictionaries edited by L.V. Kopecky (Russian-Czech, Czech-Russian). Vocabulary
equivalents can be seen in the left column in Table 4. When analysing translation dictionaries, we cannot
say with what probability one or another equivalent is used.

It is interesting to see which words (and why) will prevail when translating the same concept. For
example, the Czech “7ge” in Russian can be translated as umnepus (empire), xoposescmeo (kingdom), yap-
emeo (kingdom), petiz (Reich), I'epmanusa (Germany). The Russian umnepus (empire) can be translated into
Czech as impérium, 7ise, cisarstvi, drZava, etc. The same applies to other terms, too.

Using the terms from our semantic field as an example, we attempted to evaluate them using the InterCorp
parallel corpus that is a part of CNK [Cermék, Rosen, 2012]. CNK programmers developed the Treq tool based
on the InterCorp [Skrabal, Vav¥in, 2017], which retrieves all the translations of a given word and statistics on
the frequency of translation equivalents that were found in the corpus.

The results obtained (translations from Czech to Russian) are shown in Table 4. The left column contains
a word in the input language with a translation from the dictionary, the top row contains words of the output
language (translations). The cells show quantitative characteristics of the translated equivalents: the upper
number is the number of translations for a given pair of words encountered in the InterCorp corpus, the
lower number is the percentage of this translation from all translations of this word (the percentage value is
rounded). Rare and erroneous cases are not included, so the percentage sum is not always 100%. The most
frequent translations are highlighted in bold.



Silk was immediately delvered [ the Romans Dy the Parsian merchants
who frgquanted the tars of Armania and Nisibis, but this trade, which in the
intarvals of ruce was oppressed by avance and pealousy, was tolally mbernupltad
by (P long wars of th rival monarchies

Afer Rome harsall had been stipped of the Impenal purple, the prnces of
Constantinople assumed the sole and sacred scaptre of the monarchy
demandad, as their rightful inhertance, the provinces whach had been subdued
by the consuls, or possessed by the Caesars; and feebly aspwed 1o daliver their
faithiul subjects of the West from the usurpation of haretics and Barbarians

They applauded the rapid success of his amms, whath overran the adjacent
country, &5 far as Marmi, Perusia, and Spoleto; but they tremibled, the senate, the
clargy, and the urwarlike people, &5 500N as they undersinod thal he had
resohvid, and would speedily bi reducid, 10 Sustain & Sge against thid powers
ol thir Gathic moanarchy

T therse walls, and 1o Some fomressas destiute of any mulual suppon, the
Gotte: monarchy was now reduced

MepCHacine Kb, NOCELLaBLME RDMADEA ADMEHHH W Hitsiba, npooagany
TaL LN DEANAHAM, HO 3Ta TODNOANA, CTPALBRWARA B LHDHOS BPELR OT DaiHLX
NPUTECHEHAR, Bl IbBAMSLD KODRCTOMOGHEN H JARACTLI, COBRLUGHHD
NEEDALANRACH B BPEMA NROSONSHTRMbHEE B MY COMMDHSARLLIMMKA
MOHARKHAMM

Korna ¢ cauorg Pasa Guna CASpuyTa MMRepaTopokan nopdupa
EOHCTAHTRHONONLCGES MOHADM0E NPHCBOKUNK Cole CARLEHMLA COMneTD
MOMAPXHA B WCKMBONHTENEHYM0 COGCTEEHMOCT, DI CTANM Tpaboeats, Kax
CEOAMD 3AROHHON HACNANMA, TEX NPOEMHLNA, KOTOPEIE SNl JAB0CBaHE
EOHCYMALIN MK HAXOAMNKCE B0 BNacTi Liezapei, W CNerka 3aAEnANY O CBOEM
HENAHIH OCBOGOIMTE CEOMX 3ANA0HEN BEPHONDAREHHEN OT YIYDNALH
EQETHECS W BAJBADOE

Ot PAaoEANWCE 80 GbICTPE BOBHHEIL YCMEXAM, NOIMUHHBWAM 8Ly BCKD
ORpECTHY CTREHY 00 HapHi, Mepyaim o CRonamo; B 1 OBHaT, W DyH0BEHCTRD, W
yTp&:Hﬁl'.Mﬁ MYRBCTED HMADOD NPWILINA B YABRC, KWOA YINANH, JUTO OF PELUMNCA M
CRODO CyQRT BiHYKQEH BeU0EETE OCANY NPOTHE BORX BOMHHEN CHN MOTCKOA
MOHAPXWA

ITH CTEME W HBCKONED KPENGETER, SN0 NOMOrETE OOHE APYTOR
GniniA BCE, YTO OCTABAMGCL OF POTCKOR MQHADKHA

Figure 4: “Parallel concordance” tool: Russian translation equivalents for the English lexeme ‘monarchy’ in
context

Table 4: Translation equivalents for the words from the core of the semantic field of empire for the Czech

language according to the InterCorp corpus

nMnepus

1mapcTBo

Aep>xasa

pofix

KOPOJIEBCTBO

MOHapxXus

BJa/IeHUE

MEeTPpOIIoJns

rocy/apcTso

Fise
MMIIepus,
1[apCTBO

200
51%

56
14%

1%

50
13%

37
10%

4
1%

10
2.5%

impérium
uMnepus

230
97%

kralovstvi
KOPOJIEBCTBO

61
20%

216
70%

1
0.3%

cisa¥Fstvi
uMnepus

6
86%

14%

mocnéafrstvi
MOHApPX M

8%

12
92%

drzava
BIageHHE

6%

12%

44%

6%

carstvi
APCTBO

75%

1
25%

monarchie
MOHAPXMST

68
97%

6 Conclusion

In dictionaries, only the main translation is usually given, and as a rule it is most frequent in the corpus,
but the number of translation equivalents in real texts is greater (see, for example, the translations for ¥ise)
and we see their ratio, too.

We can see that text corpora and “smart” corpus tools can be used to identify syntagmatic and
paradigmatic relations in an automated mode and fill the term system properly. In our research, we attempted
to form the semantic field of empire, and lists of words retrieved expand significantly available lexicographic
resources.

Lexemes were extracted using Sketch Engine; the lexemes form and adequately describe the semantic
field of empire and could successfully complement data from other sources. A list of empire-related lexemes
from WordNet thesaurus, for instance, contains a few items from our semantic fields and therefore could be
expanded.

A comparative analysis of the semantic fields of empire for Russian, English and Czech reveals some
interesting patterns. English semantic field of empire includes more lexemes that are somehow related to
military action (army, conquest, enemy, fleet, force, troop, war etc.), power and statehood (authority, capital,
church, city, constitution, court, crown, law, liberty, etc.).

Another peculiarity concerns distributions of lexemes within the core of semantic fields. Lexemes tend
to spread equally between the XIXth and XXth centuries in Russian. However, in English, the core lexemes
are mainly found in the XVIIIth subcorpus, which might have resulted from an unbalanced corpus of English
texts.

Finally, it can be stated that the task of building one small semantic field reflects the peculiarities of



the lexico-semantic system of a language as well as opportunities and barriers in the automation of semantic
processing.
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