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Abstract. In this position paper, we propose a detailed technical outline of what 
needs to be done, for example in a Master project, to bridge the research gap for 
the problem of the existence of terminological saturation. The problem is studied 
regarding a sequence of incrementally growing sub-collections of documents de-
scribing an arbitrary subject domain, using the OntoElect approach. After review-
ing the related work, we present the formal basics of the approach and experi-
mental evidence of the existence of terminological saturation. Consequently, we 
formulate the research hypotheses, and outline the methodology and plan for fur-
ther research elaborating on this position.   

Keywords: terminological saturation, theoretical framework, distance metric, 
envelope function, saturation conditions, saturation existence theorem 

1 Introduction 

Extracting a set of terms from a document collection, describing a subject domain, is 
an important initial step in figuring out a complete set of requirements for building an 
ontology for the domain [1, 2]. The result of this step will only be of value if a source 
collection of documents is sufficiently complete. Otherwise, important terms might 
have been missed. A straightforward way to assemble a complete collection is to re-
trieve all the available documents. Unfortunately, this is not realistic due to the varying 
availabilities and huge quantities of the sources in realistic domains. A way to reduce 
the size of the collection to be processed, while keeping the completeness of the term 
set dissolved in it, is to extract a terminologically saturated subset of documents – a 
sub-collection termed as a terminological core.  

In frame of OntoElect methodology [2], we have proposed the domain-independent 
technique for that, based on detecting terminological saturation in the sequence of in-
crementally growing sub-collections. In our approach, the relevant [3] documents are 
iteratively added to the sub-collection, terms are extracted from the previous and cur-
rent snapshots, and terminological difference [4] between the snapshots is measured. 
After terminological difference had gone below the individual term significance thresh-
old, the current sub-collection could have been considered terminologically saturated 
and could have been regarded as a terminological core. Our prior work experimentally 
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proved that, following this approach, it is possible to decrease substantially the quantity 
of documents for term extraction and make the bags of significant terms more compact 
[5], while preserving the representativeness of a terminological core for the domain. 
Several important aspects [6, 7, 8] influencing the emergence of saturation have been 
observed as well.  

The following research question has been left, however, without a proper attention 
in our prior research: Is there a way to prove formally the existence of terminological 
saturation for an arbitrary collection of textual documents? This question is important, 
as terminology extraction from texts is computationally hard, even if optimized [9]. 
Hence, it might be of value to know if terminological saturation is achievable, having 
the set of documents at hand, before starting iterative computations using incrementally 
growing textual datasets. 

In this position paper, we aim at blueprinting the formal framework to solve the 
outlined problem. For that, the hypothesis about the conditions for the existence of ter-
minological saturation need to be formulated. However, we leave this proof for a sepa-
rate research project leading to a degree in Computer Science. Therefore, this paper is 
the proposal of a potential master project.  

The remainder of the paper is structured as follows. In Section 2, we review the 
existing related work on terminological saturation. In Sect. 3 we present our back-
ground experimental evidence of the phenomenon of terminological saturation and de-
liberate on relevant research questions. In Sect. 4, we present the structure of the formal 
theoretical framework and sketch out some of its basic components, including the hy-
pothesis about the formal conditions for the existence of terminological saturation. In 
Sect. 5 we present a vision of the plan of the future research work towards developing 
this theoretical framework. Finally, we make conclusive remarks in Sect. 6.  

2 Related Work 

An ontology as an artifact [10], by definition, is “a formal, explicit specification of a 
shared conceptualization” [11]. In Ontology Engineering, the mainstream interpretation 
of this term for a domain ontology is that it is a formal descriptive theory of the subject 
domain. A particular property of a domain ontology, which we focus on in this work, 
is that it has to be a shared specification. A commonly accepted way of the assessment 
of being shared is the degree to which an ontology supports the mental pictures, inter-
pretations of, or views on the subject domain by the domain professionals – the 
knowledge stakeholders. The more views, further termed as requirements, are sup-
ported by the ontology, the higher is the acceptance of this ontology by the knowledge 
stakeholders. Therefore, it is better shared by them.  

To design a domain ontology to be well supporting the requirements of the relevant 
knowledge stakeholder community, it is imperative to be informed sufficiently fully 
about their views. This poses a challenge, as it is hard to elicit directly the interpreta-
tions of the domain from the knowledge stakeholders in an explicit form [4]. Different 
ontology engineering methodologies attack this challenge of requirements elicitation in 
slightly different manners, based on organizing systematic interviews or brainstorming 
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sessions with the experts selected from the knowledge stakeholders ([12, 13, 14, 15, 
16] to mention the few most frequently cited). However, there is always a risk, along 
this way, that the selected group and their requirements under-represent the sentiment 
of the specialist community. Furthermore, there is no guidance in Ontology Engineer-
ing literature on how to measure objectively the representativeness of the expert group 
and, therefore, the completeness of the requirements elicited from them. In fact, as the 
experts are expensive, the tradeoff between the completeness and the price is made in 
favor of lowering the price.  

To overcome the abovementioned difficulty in ensuring representativeness, it has 
been proposed [17] to learn ontologies, or the requirements for ontology development 
(also termed as features), not from the group of experts, but from the artifacts developed 
by the knowledge stakeholders in the domain. The pragmatic reason was that extracting 
features from the artifacts is less laborious and could be automated, at least in part. 
Furthermore, collecting a representative sample of artifacts is more feasible than a rep-
resentative group of experts.  

One of the relevant types of these artifacts is professional textual documents. Ontol-
ogy learning from texts is now a noticeable subfield in ontology learning with devel-
oped methodologies and processing pipelines [18, 1]. To learn the requirements for 
engineering a domain ontology, a representative set of textual documents needs to be 
collected. This document collection has to:   
• Contain relevant texts of sufficiently good quality  
• Be representative (sufficiently complete) in order to reflect community consensus  

While there is a bunch of approaches to select relevant documents in the literature, 
the problem of checking if a document collection is sufficiently complete has not been 
adequately resolved. One reason for under-estimating the importance of ensuring the 
representativeness of a text collection is that text resources are abundant. Hence, one 
may always expect to be able to have enough if the domain of her interest is well cir-
cumscribed. For example, it is feasible to collect high-quality research papers on a par-
ticular topic or within a field, as we did for Knowledge Management (KM) [6]. This 
KM collection contains circa 9 000 journal articles in full texts, which might be con-
sidered as a sufficient volume due to the recommendations of linguistic corpora experts, 
e.g. [19]. However, even if one collects what she thinks enough, there has to be a way 
to measure the representativeness of this text corpus regarding ontology learning. It 
might also be worth knowing if continuing collecting more documents will finally re-
sult in a representative corpus.  

Furthermore, it might happen that only a small part of a big document collection is 
sufficiently complete in terms of domain knowledge coverage. Therefore, having a 
method to find this terminological core within the entire collection would help substan-
tially decrease the effort needed for ontology learning from these texts.  

The only relevant Computer Science publication we found in the context of ensuring 
the completeness of the set of processed documents is [20] by Ferrari et al. This work 
proposes two completeness metrics that take into account the relevant terms and rela-
tionships among terms extracted from software system requirements specifications 
written in natural language. This approach helps assessing if the set of specified re-
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quirements is complete with respect to the available document or a small set of docu-
ments. However, it does not allow finding out if the used set of documents represents 
the sentiment of the specialist community satisfactorily fully. Despite that, the approach 
of Ferrari et al. resembles our work as both are based on terminology extraction.  

The use of saturation phenomenon has received little attention in the Computer Sci-
ence literature, in particular in Text Mining and Ontology Learning. Saturation of 
clauses was used in Theorem Proving [21]. Term saturation was also used in document 
clustering and query answering for building term proximity graphs [22]. One more ex-
ample, related to clustering, is the use of hierarchical cluster analysis for building topic 
taxonomy for a properly sampled subset of documents [23]. Saturation measure (to-
gether with ceiling) is used for patent text clustering and topic classification [24].  

The only broadly exploited analogy to terminological saturation, which is directly 
relevant for our purposes, we found in qualitative research methodologies for Sociology 
and Medical Sciences, which is theoretical (or data) saturation [25]. Qualitative re-
search is applied in different domains for processing the interviews with the subjects 
and with an aim to build a (descriptive) theory that supports a research hypothesis in 
the given (social) context. The problem faced by qualitative analysts was that the inter-
views were expensive. So, it was desired to have an indicator of a representative sub-
jects sample size, such that covers well the potential replies by the other subjects who 
were not interviewed. 

In Qualitative Research, the phenomenon of data saturation finds its origin in the 
Grounded Theory method by Glaser and Strauss [26] for conducting interviews and 
processing the data collected in these interviews. They explained their method as “the 
discovery of theory from data systematically obtained from social research” [26]. In 
their proposal, a theory becomes grounded exactly due to its systematic discovery – i.e. 
every statement in the theory has to be supported by the data.  

Notably, a mainstream ontology engineering methodology could be very similarly 
termed as the discovery of a descriptive domain theory based on the data obtained from 
qualitative research – c.f. [11]. By analogy, an ontology could be regarded as grounded 
in evidence (data) if data saturation has been detected. For ontology learning from texts, 
a set of terms used in a domain could be regarded as such an evidence. Hence, if the set 
of terms becomes saturated, an ontology devisable from these terms (as the features 
pointing to the requirements) could be regarded as a grounded descriptive theory of the 
domain. Consequently, the subset of texts, from which the saturated set of terms has 
been extracted, could be regarded as the terminological core corpus for this domain.  

Numerous attempts to operationalize the detection of data saturation has been men-
tioned in the Qualitative Analysis literature. However, it is still a “mysterious step” [25] 
in the Grounded Theory method. Sociologists identify the factors that pertain to or hin-
der data saturation and offer several methodological hints, informally. However, an ob-
jective and proven formal measure for detecting data saturation is still not available in 
the literature. To the best of our knowledge, the only reference, related to terminological 
saturation in textual data in the context of term extraction is our previous work [4].  
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3 Background and Experimental Evidence  

We now briefly present our background knowledge in the context of detecting termi-
nological saturation in document collections. This background has been developed in 
the OntoElect project1. We first outline the formal basics of the technique proposed for 
detecting terminological saturation in Sect. 3.1. In Sect 3.2, we then summarize our 
experimental evidence of the validity of this technique and emphasize the problem. This 
problem represents the research gap, which needs to be further studied and narrowed.  

3.1 Formal Background in Detecting Terminological Saturation 

In OntoElect [4, 2], we seek for a set of terms that statistically fully describe an arbitrary 
subject domain (𝐷𝐷𝐷𝐷𝐷𝐷), for which a domain ontology needs to be developed or refined. 
Our supposition is that, if we have a sufficiently bounded 𝐷𝐷𝐷𝐷𝐷𝐷, the set of terms used 
to describe it is finite and not very large. These terms could be extracted from the doc-
uments (Doc), belonging to a documents collection (𝐷𝐷𝐷𝐷 = {𝐷𝐷𝐷𝐷𝐷𝐷}) that describes 𝐷𝐷𝐷𝐷𝐷𝐷. 
Hypothetically, one may collect all the existing documents that describe 𝐷𝐷𝐷𝐷𝐷𝐷 – a com-
plete document collection.   

Definition 1: A Complete Document Collection for 𝐷𝐷𝐷𝐷𝐷𝐷. A 𝐷𝐷𝐷𝐷 containing all the 
documents describing 𝐷𝐷𝐷𝐷𝐷𝐷 is a Complete 𝐷𝐷𝐷𝐷 (𝐷𝐷𝐷𝐷𝐷𝐷).  

For any realistic 𝐷𝐷𝐷𝐷𝐷𝐷, its 𝐷𝐷𝐷𝐷𝐷𝐷 may be very big in volume. Therefore, extracting a 
representative set of terms from it would be a tedious and resource consuming task. 
This is why we look at the document sub-collections of a 𝐷𝐷𝐷𝐷𝐷𝐷 for the 𝐷𝐷𝐷𝐷𝐷𝐷. 

Definition 2: A document sub-collection. A document sub-collection (𝐷𝐷𝐷𝐷𝐷𝐷) for the 
𝐷𝐷𝐷𝐷𝐷𝐷 is the subset of the 𝐷𝐷𝐷𝐷𝐷𝐷: 𝐷𝐷𝐷𝐷𝐷𝐷 ⊂ 𝐷𝐷𝐷𝐷𝐷𝐷. 

We are interested in finding a 𝐷𝐷𝐷𝐷𝐷𝐷 of a minimal possible size that contains statisti-
cally the same set of terms as the 𝐷𝐷𝐷𝐷𝐷𝐷. The sets of terms are considered as statistically 
the same if the terminological difference, between the bags of terms extracted from 
these 𝐷𝐷𝐷𝐷𝐷𝐷 and 𝐷𝐷𝐷𝐷𝐷𝐷, is negligible.  

A Terminological Basis of a Domain. Perhaps, a good starting point is to clarify 
what it meant that a 𝐷𝐷𝐷𝐷 describes a 𝐷𝐷𝐷𝐷𝐷𝐷. We interpret such a description as containing 
a subset of valid and significant features (indicating requirements) that characterize  
the 𝐷𝐷𝐷𝐷𝐷𝐷. These features are labelled using the terms describing the domain.   

Definition 3: A Terminological Basis. The finite set of terms 𝑡𝑡𝑖𝑖, identifying all the 
features that characterise 𝐷𝐷𝐷𝐷𝐷𝐷, form the terminological basis 𝑇𝑇𝑇𝑇 = {𝑡𝑡𝑖𝑖}, 𝑖𝑖 = 1, … ,𝑑𝑑𝑖𝑖𝐷𝐷 
of 𝐷𝐷𝐷𝐷𝐷𝐷.  

The terms in a 𝑇𝑇𝑇𝑇 might not be equally important for describing the domain,  
as reflected in the documents of the 𝐷𝐷𝐷𝐷𝐷𝐷. Let a real positive value (score) be associated 
with every term used in the documents of the 𝐷𝐷𝐷𝐷𝐷𝐷. The more significant the term is for 
describing the domain, the higher is the score. Hence, a vector space model (VSM) [27] 
might be an appropriate formal representation of a document space for 𝐷𝐷𝐷𝐷𝐷𝐷. In this 
model, any document or 𝐷𝐷𝐷𝐷, including 𝐷𝐷𝐷𝐷𝐷𝐷, is a point in a vector space with the basis 
                                                           
1  https://www.researchgate.net/project/OntoElect-a-Methodology-for-Domain-Ontology-Re-
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𝑇𝑇𝑇𝑇 = {𝑡𝑡𝑖𝑖} having dimension 𝑑𝑑𝑖𝑖𝐷𝐷. It is not easy, however, to build a 𝑇𝑇𝑇𝑇 for any realistic 
domain. We have to have a technique to: extract 𝑡𝑡𝑖𝑖 from the documents describing the 
𝐷𝐷𝐷𝐷𝐷𝐷; make sure that an extracted 𝑡𝑡𝑖𝑖 ∈ 𝑇𝑇𝑇𝑇; and that all significant 𝑡𝑡𝑖𝑖 have been ex-
tracted.  

Extracted Terms. Let there be a mapping that transforms a 𝐷𝐷𝐷𝐷 into a bag of terms 
(𝑇𝑇) extracted from the documents of this 𝐷𝐷𝐷𝐷. Every element 𝑏𝑏 in 𝑇𝑇 is a pair  
< 𝑡𝑡, 𝑠𝑠𝐷𝐷𝐷𝐷𝑠𝑠𝑠𝑠 >, where t is a candidate string and 𝑠𝑠𝐷𝐷𝐷𝐷𝑠𝑠𝑠𝑠 is the estimate of the likelihood 
that 𝑡𝑡 is a relevant term for the 𝐷𝐷𝐷𝐷𝐷𝐷: the higher the 𝑠𝑠𝐷𝐷𝐷𝐷𝑠𝑠𝑠𝑠, the more likely 𝑡𝑡 ∈ 𝑇𝑇𝑇𝑇.  
The term candidates having high scores are denoted as significant terms. 

Retained Significant Terms. Let a term significance threshold (𝑠𝑠𝑒𝑒𝑠𝑠) be rationally 
chosen (or estimated) for the 𝑠𝑠𝐷𝐷𝐷𝐷𝑠𝑠𝑠𝑠s of individual terms in a 𝑇𝑇. It indicates a boundary 
above which the terms are regarded as significant, hence belong to the 𝑇𝑇𝑇𝑇. After having 
built a 𝑇𝑇, let us retain the 𝑏𝑏s with the score > eps in the corresponding Bag of Significant 
Terms (𝑇𝑇). In many ATE methods, 𝑠𝑠𝑒𝑒𝑠𝑠 is either chosen empirically, or selected based 
on common sense considerations. In OntoElect, we offer a rationale for the estimation 
of an eps.  

A Simple Majority Vote on Terms. A subset of term candidates is considered the 
core, containing all significant terms, if the terms in this core reflect the sentiment of a 
simple majority of the knowledge stakeholders in the domain. Consequently, the score 
of a term might be interpreted as the sum of the votes for this term by the domain 
knowledge stakeholders.  

Definition 4: An Individual Term Significance Threshold. Let 𝑇𝑇 be sorted in the 
descending order of the scores. Then eps threshold for 𝑇𝑇 is computed as follows (1): 

𝑠𝑠𝑒𝑒𝑠𝑠 = 𝑠𝑠𝐷𝐷𝐷𝐷𝑠𝑠𝑠𝑠𝑖𝑖 : ∑ 𝑠𝑠𝐷𝐷𝐷𝐷𝑠𝑠𝑠𝑠𝑗𝑗𝑖𝑖
𝑗𝑗=1 > 1/2∑ 𝑠𝑠𝐷𝐷𝐷𝐷𝑠𝑠𝑠𝑠𝑗𝑗

‖𝐵𝐵‖
𝑗𝑗=1 , (1) 

where 𝑖𝑖 is the minimal number such that the condition after the semicolon holds. 
Definition 4 specifies that, for computing the 𝑠𝑠𝑒𝑒𝑠𝑠 for a 𝑇𝑇, the minimal subset of 𝑏𝑏s 

at the top of the ordered list is found, whose voters are the simple majority.  
Definition 5: A Bag of Retained Significant Terms. Let 𝑇𝑇 ⊂ 𝑇𝑇 such that the follow-

ing condition (2) holds: 

∀𝑖𝑖, 𝑠𝑠𝐷𝐷𝐷𝐷𝑠𝑠𝑠𝑠𝑖𝑖 > 𝑠𝑠𝑒𝑒𝑠𝑠. (2) 

Then 𝑇𝑇 denotes the bag of retained significant terms. 
Successive Approximation for building a 𝑻𝑻𝑻𝑻. One (superficial) way for building 

a 𝑇𝑇𝑇𝑇 might be to extract and retain all the significant terms from the 𝐷𝐷𝐷𝐷𝐷𝐷. The terms 
in the bag of significant terms 𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶 will constitute the 𝑇𝑇𝑇𝑇 for the 𝐷𝐷𝐷𝐷𝐷𝐷. This is however 
hardly tractable for any realistic 𝐷𝐷𝐷𝐷𝐷𝐷 because of at least two reasons: (i) one has to 
ensure that the collection of documents s/he possesses is a 𝐷𝐷𝐷𝐷𝐷𝐷, which is hard; and  
(ii) processing a 𝐷𝐷𝐷𝐷, that qualifies to be a 𝐷𝐷𝐷𝐷𝐷𝐷 for a realistic 𝐷𝐷𝐷𝐷𝐷𝐷, is very computa-
tionally expensive because of its volume. One feasible way might be to use a statisti-
cally representative 𝐷𝐷𝐷𝐷𝐷𝐷 instead of 𝐷𝐷𝐷𝐷𝐷𝐷. Then, the relevant and valid terms extracted 
from this 𝐷𝐷𝐷𝐷𝐷𝐷 will form a basis that is very similar to 𝑇𝑇𝑇𝑇, with statistically negligible 
difference. Hence, we need a way to figure out if a 𝐷𝐷𝐷𝐷𝐷𝐷 is statistically representative. 
In this regard, a successive approximation technique is plausible. 
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Terminological Saturation. Let: 𝐷𝐷𝐷𝐷𝐷𝐷1,𝐷𝐷𝐷𝐷𝐷𝐷2, … ,𝐷𝐷𝐷𝐷𝐷𝐷𝑖𝑖 , … be the sequence of docu-
ment sub-collections such that 𝐷𝐷𝐷𝐷𝐷𝐷1 ⊂  𝐷𝐷𝐷𝐷𝐷𝐷2 ⊂ ⋯ ⊂  𝐷𝐷𝐷𝐷𝐷𝐷𝑖𝑖 ⊂ ⋯ ⊂ 𝐷𝐷𝐷𝐷𝐷𝐷; 
𝑇𝑇1,𝑇𝑇2, … ,𝑇𝑇𝑖𝑖 , … be the bags of retained significant terms extracted from 
𝐷𝐷𝐷𝐷𝐷𝐷1,𝐷𝐷𝐷𝐷𝐷𝐷2, … ,𝐷𝐷𝐷𝐷𝐷𝐷𝑖𝑖 , … . Let 𝑡𝑡ℎ𝑑𝑑 be a function comparing the bags of significant terms 
𝑇𝑇𝑖𝑖 ,𝑇𝑇𝑖𝑖+1 retained from the successive 𝐷𝐷𝐷𝐷𝐷𝐷𝑖𝑖 ,𝐷𝐷𝐷𝐷𝐷𝐷𝑖𝑖+1 and returning the difference as a real 
positive value. If, at some 𝑖𝑖: (i) 𝑡𝑡ℎ𝑑𝑑 goes below the threshold of the statistical error 𝜀𝜀; 
and (ii) there is a convincing evidence that it will never go above this threshold; then 
the difference (distance) between 𝑇𝑇𝑖𝑖 and 𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶 is not higher than 𝜀𝜀. The set of terms in 
such a 𝑇𝑇𝑖𝑖 could be used as an 𝜀𝜀 -approximation of 𝑇𝑇𝑇𝑇. Such a 𝑇𝑇𝑖𝑖, labelled further as 
𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠, is a saturated term set; 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠 is the bag of terms from which 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠 is retained; and 
𝐷𝐷𝐷𝐷𝐷𝐷𝑠𝑠𝑠𝑠𝑠𝑠 is a saturated 𝐷𝐷𝐷𝐷𝐷𝐷 for 𝐷𝐷𝐷𝐷𝐷𝐷. The difference (𝑡𝑡ℎ𝑑𝑑) between 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠 and any suc-
cessive 𝑇𝑇, including 𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶, is within the statistical error: 𝑡𝑡ℎ𝑑𝑑(𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠 ,𝑇𝑇𝐶𝐶𝐶𝐶𝐶𝐶) <  𝜀𝜀.   

Terminological Saturation Threshold. The premise for a rational choice of the 
threshold (𝜀𝜀) for detecting terminological saturation is that a set of terms becomes sat-
urated if it already contains all the terms from 𝑇𝑇𝑇𝑇. Hence, whatever the terms are added 
in the subsequent 𝑇𝑇s, these are not significant. Let us set ε = 𝑠𝑠𝑒𝑒𝑠𝑠𝐵𝐵𝑠𝑠𝑠𝑠𝑠𝑠  – the  𝑠𝑠𝑒𝑒𝑠𝑠 (1) 
computed for 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠 . Then 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠 (2) will contain statistically the same set of terms as 𝑇𝑇𝑇𝑇. 

Terminological Difference Measure. Let us now define the function (𝑡𝑡ℎ𝑑𝑑) for 
measuring the distance between term sets. It takes in a pair of term sets and maps these 
arguments into a real positive value of the distance between them: 

𝑡𝑡ℎ𝑑𝑑: {< 𝑇𝑇𝑖𝑖 ,𝑇𝑇𝑗𝑗 >} ⟶ℜ+. (3) 

Due to the incremental nature of sub-collections 𝐷𝐷𝐷𝐷𝐷𝐷𝑖𝑖, not only the number of extracted 
terms will grow in 𝑇𝑇𝑖𝑖+𝑘𝑘 compared to 𝑇𝑇𝑖𝑖, but also the absolute values of the 𝑠𝑠𝐷𝐷𝐷𝐷𝑠𝑠𝑠𝑠s of 
the terms. Therefore, for making the 𝑠𝑠𝐷𝐷𝐷𝐷𝑠𝑠𝑠𝑠s comparable in the pairs, normalized 𝑠𝑠𝐷𝐷𝐷𝐷𝑠𝑠𝑠𝑠 
values have to be used. Let 𝐷𝐷𝑚𝑚𝑚𝑚𝑠𝑠𝐷𝐷𝐷𝐷𝑠𝑠𝑠𝑠 be the 𝑠𝑠𝐷𝐷𝐷𝐷𝑠𝑠𝑠𝑠 of the term, in a bag of terms 𝑇𝑇, 
having maximal value. In a 𝑇𝑇, sorted in the descending order of the 𝑠𝑠𝐷𝐷𝐷𝐷𝑠𝑠𝑠𝑠s, 𝐷𝐷𝑚𝑚𝑚𝑚𝑠𝑠𝐷𝐷𝐷𝐷𝑠𝑠𝑠𝑠 
is the 𝑠𝑠𝐷𝐷𝐷𝐷𝑠𝑠𝑠𝑠 of the first element. Then a normalized score (𝑛𝑛𝑠𝑠) could be computed as 
𝑛𝑛𝑠𝑠 = 𝑠𝑠𝐷𝐷𝐷𝐷𝑠𝑠𝑠𝑠/𝐷𝐷𝑚𝑚𝑚𝑚𝑠𝑠𝐷𝐷𝐷𝐷𝑠𝑠𝑠𝑠. To measure 𝑡𝑡ℎ𝑑𝑑 we need to: (i) extract 𝑇𝑇𝑖𝑖 from 𝐷𝐷𝐷𝐷𝐷𝐷𝑖𝑖 and 𝑇𝑇𝑗𝑗 
from 𝐷𝐷𝐷𝐷𝐷𝐷𝑗𝑗; (ii) compute 𝑠𝑠𝑒𝑒𝑠𝑠𝑖𝑖 for 𝑇𝑇𝑖𝑖 and 𝑠𝑠𝑒𝑒𝑠𝑠𝑗𝑗 for 𝑇𝑇𝑗𝑗 using (1); (iii) retain significant 
terms in 𝑇𝑇𝑖𝑖 and 𝑇𝑇𝑗𝑗 using (2); (iv) compute 𝑛𝑛𝑠𝑠 for 𝑇𝑇𝑖𝑖 and 𝑇𝑇𝑗𝑗; (v) compute 𝑡𝑡ℎ𝑑𝑑�𝑇𝑇𝑖𝑖 ,𝑇𝑇𝑗𝑗� 
based on (i)-(iv). 

3.2 Experimental Evidence of Terminological Saturation 

Experiments show that terminological saturation, measured using 𝑡𝑡ℎ𝑑𝑑, exists in the col-
lections, having appropriate volume, composed of carefully selected documents de-
scribing the same 𝐷𝐷𝐷𝐷𝐷𝐷 (Fig. 1(a)). From the other hand, if the documents on arbitrary 
topics (different 𝐷𝐷𝐷𝐷𝐷𝐷s) are randomly taken into 𝐷𝐷𝐷𝐷𝐷𝐷𝑖𝑖, then terminological saturation 
is not observed (Fig. 1(b)) and appears to be not reachable. Furthermore, in some col-
lections 𝑡𝑡ℎ𝑑𝑑 measurements result in an unclear picture – as pictured in Fig. 1(c). In the 
latter case, 𝑡𝑡ℎ𝑑𝑑 values are volatile and oscillate quite sharply around the curve of 𝑠𝑠𝑒𝑒𝑠𝑠, 
hence, cannot reliably indicate if terminological saturation is reachable. Fig. 1(c) pic-
tures that there is often a chance that “might be” saturation observed in several meas-
urement steps is further disproved by an additional measurement. In such cases, the 
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collection might be not representative and, therefore, more documents have to be added 
to it. One more reason for high 𝑡𝑡ℎ𝑑𝑑 volatility might be that the collection is too noisy, 
as it appeared to be in the case of DAC2 [7] (Fig. 1(c)).  
 

     
  (a) Saturation in DMKD-3003     (b) Absence of saturation in RAW4  (c) Saturation is not clear in DAC 
Legend:       individual term significance threshold eps;       terminological difference 𝑡𝑡ℎ𝑑𝑑(𝑇𝑇𝑖𝑖 ,𝑇𝑇𝑖𝑖+1) 

Fig. 1: Saturation measurements for different document collections, adapted from [28]     

Hence, the open problem that needs to be further researched is finding the sufficient 
conditions for terminological saturation to exist after a necessary condition, its indica-
tion, have been observed in  𝑡𝑡ℎ𝑑𝑑 measurements.  

Our position is that the problem needs to be solved formally and the theoretical 
framework for the solution has to be elaborated as a structured set of proven formal 
statements. 

4 The Structure of the Formal Framework 

Based on the OntoElect method and the experimental evidence of its validity, presented 
in Sect. 3, we now outline the open research questions and put forward the hypotheses 
that need to be proven. The hypotheses are formulated in a way to resolve the issues 
mentioned in the context of the volatility of 𝑡𝑡ℎ𝑑𝑑 measurements and, therefore, instabil-
ity in terminological saturation. These statements form the logic of the sought theoret-
ical framework.  

4.1 The Formal Properties of 𝒕𝒕𝒉𝒉𝒅𝒅  

The 𝑡𝑡ℎ𝑑𝑑 function is the mapping of the vectors 𝑇𝑇𝑖𝑖 ,𝑇𝑇𝑗𝑗, representing respective partial 
collections, into ℜ+. Several distance functions are known from the literature in this 
context – c.f. [8].  

We put forward the following research hypotheses about this function. 
Hypothesis 1:  𝑡𝑡ℎ𝑑𝑑 is Manhattan distance function.  

                                                           
2  DAC is the collection containing 506 full text papers published in the proceedings of the De-

sign Automation Conference between 2004 and 2010.  
3  DMKD-300 is the collection containing 300 full text articles published in the Journal of Data 

Mining and Knowledge Discovery between 1997 and 2010. 
4  RAW collection was synthetically formed of 80 randomly articles from English Wikipedia 

such that no two of them were about a similar topic and the size of an article was not too small. 
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Manhattan (or often also called taxicab) distance [29] is: 

𝑑𝑑𝐷𝐷𝑚𝑚𝑛𝑛�𝑣𝑣𝑖𝑖 ,𝑣𝑣𝑗𝑗� = ∑ �𝑣𝑣𝑖𝑖𝑘𝑘 − 𝑣𝑣𝑗𝑗𝑘𝑘�𝑛𝑛
𝑘𝑘=1 , (4) 

where 𝑣𝑣𝑖𝑖 = (𝑣𝑣𝑖𝑖1,𝑣𝑣𝑖𝑖2, … , 𝑣𝑣𝑖𝑖𝑛𝑛),  𝑣𝑣𝑗𝑗 = �𝑣𝑣𝑗𝑗1,𝑣𝑣𝑗𝑗2, … , 𝑣𝑣𝑗𝑗𝑛𝑛� are the vectors in an  
n-dimensional ℜ+ vector space with fixed Cartesian coordinate system. Hence, it has 
to be proven that (4) is the formula for computing 𝑡𝑡ℎ𝑑𝑑. 

Hypothesis 2: Let 𝐷𝐷𝐷𝐷𝐷𝐷 be a vector space formed of VSM representations of all pos-
sible document sub-collections of a 𝐷𝐷𝐷𝐷𝐷𝐷 in 𝐷𝐷𝐷𝐷𝐷𝐷. Then 𝑡𝑡ℎ𝑑𝑑�𝑇𝑇𝑖𝑖 ,𝑇𝑇𝑗𝑗� is a metric function 
and 𝐷𝐷𝐷𝐷𝐷𝐷 is a metric space. 

For proving this statement, the metric conditions for 𝑡𝑡ℎ𝑑𝑑�𝑇𝑇𝑖𝑖 ,𝑇𝑇𝑗𝑗� need to be checked: 
(i) non-negativity; (ii) triangle inequality; (iii) symmetry; and (iv) identity of indiscer-
nibles. Further, it has to be proven that a 𝐷𝐷𝐷𝐷𝐷𝐷 is a metric space with 𝑡𝑡ℎ𝑑𝑑�𝑇𝑇𝑖𝑖 ,𝑇𝑇𝑗𝑗� as its 
distance metric.  

4.2 Envelope Functions for 𝒕𝒕𝒉𝒉𝒅𝒅 and 𝒆𝒆𝒆𝒆𝒆𝒆 

For terminological saturation measurement, we are interested in computing 𝑡𝑡ℎ𝑑𝑑 not for 
arbitrary 𝑇𝑇𝑖𝑖 ,𝑇𝑇𝑗𝑗, but for successive pairs 𝑇𝑇𝑖𝑖 ,𝑇𝑇𝑖𝑖+1, 𝑖𝑖 = 1, 2, … . Hence, the function 
𝑡𝑡ℎ𝑑𝑑𝑠𝑠(𝑖𝑖) = 𝑡𝑡ℎ𝑑𝑑(𝑇𝑇𝑖𝑖 ,𝑇𝑇𝑖𝑖+1) is of our practical interest. In particular, we are interested 
when 𝑡𝑡ℎ𝑑𝑑𝑠𝑠(𝑖𝑖) goes below 𝑠𝑠𝑒𝑒𝑠𝑠𝐵𝐵𝑠𝑠𝑠𝑠𝑠𝑠 . To find this out, we have to analyse: 
• The values of individual term significance thresholds 𝑠𝑠𝑒𝑒𝑠𝑠𝑖𝑖, used for retaining terms 

in 𝑇𝑇𝑖𝑖, which could be regarded as a function 𝑠𝑠𝑒𝑒𝑠𝑠(𝑖𝑖) = 𝑠𝑠𝑒𝑒𝑠𝑠𝑖𝑖 , 𝑖𝑖 = 1, 2, …: 𝑇𝑇𝑖𝑖 → ℜ+ 
• The values of 𝑡𝑡ℎ𝑑𝑑𝑠𝑠(𝑖𝑖), 𝑖𝑖 = 1, 2, … : {𝑇𝑇𝑖𝑖 ,𝑇𝑇𝑖𝑖+1} → ℜ+ 

As it is revealed in our experiments (Sect. 3.2), 𝑠𝑠𝑒𝑒𝑠𝑠(𝑖𝑖) is not necessarily a monoton-
ically non-decreasing function. However, in general it might be possible to build its 
approximation, 𝑠𝑠𝑒𝑒𝑠𝑠𝑚𝑚𝑖𝑖𝑛𝑛(𝑖𝑖), as a lower envelope function, that is a monotonically non-
decreasing function.  

Analogously to 𝑠𝑠𝑒𝑒𝑠𝑠(𝑖𝑖), 𝑡𝑡ℎ𝑑𝑑𝑠𝑠(𝑖𝑖) is not necessarily a monotonically non-increasing 
function. It might also be possible to build its approximation, 𝑡𝑡ℎ𝑑𝑑𝑠𝑠𝑚𝑚𝑠𝑠𝑚𝑚(𝑖𝑖) as an upper 
envelope function, that is a monotonically non-increasing function.  

Hypothesis 3:  Terminological saturation exists if there exist: (i) a monotonically 
non-decreasing function 𝑠𝑠𝑒𝑒𝑠𝑠𝑚𝑚𝑖𝑖𝑛𝑛(𝑖𝑖); a monotonically non-increasing function 
𝑡𝑡ℎ𝑑𝑑𝑠𝑠𝑚𝑚𝑠𝑠𝑚𝑚(𝑖𝑖); the intersection of these functions at some 𝑖𝑖. 

4.3 The Existence of Terminological Saturation   

Hypothesis 3 may be formulated as an existence theorem for terminological saturation 
in a sequence of incrementally growing document sub-collections as follows.  

Theorem 1 (sufficient conditions of terminological saturation). Let: (i) 𝐷𝐷𝐷𝐷𝐷𝐷1 ⊂
 𝐷𝐷𝐷𝐷𝐷𝐷2 … ⊂  𝐷𝐷𝐷𝐷𝐷𝐷𝑖𝑖 … be the sequence of document sub-collections, each describing an 
arbitrary domain 𝐷𝐷𝐷𝐷𝐷𝐷; (ii) 𝑇𝑇1,𝑇𝑇2, … ,𝑇𝑇𝑖𝑖 , … be the sequence of the bags of terms ex-
tracted from 𝐷𝐷𝐷𝐷𝐷𝐷1,𝐷𝐷𝐷𝐷𝐷𝐷2, … ,𝐷𝐷𝐷𝐷𝐷𝐷𝑖𝑖 … and 𝑠𝑠𝑒𝑒𝑠𝑠(𝑖𝑖) is the function of individual term sig-
nificance thresholds for 𝑇𝑇𝑖𝑖 , 𝑖𝑖 = 1, 2, … ; (iii) 𝑇𝑇1,𝑇𝑇2, … ,𝑇𝑇𝑖𝑖 ,𝑇𝑇𝑖𝑖+1, …  be the sequence of the 
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bags of retained significant terms for which pairwise successive terminological differ-
ence is computed using the 𝑡𝑡ℎ𝑑𝑑𝑠𝑠(𝑖𝑖) function. Then, the sequence of 𝐷𝐷𝐷𝐷𝐷𝐷𝑖𝑖 is termino-
logically saturated, i is the saturation point, and 𝑇𝑇𝑇𝑇𝑖𝑖 = 𝑇𝑇𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠 = 𝑇𝑇𝑇𝑇, if: 

(i) There exist a non-decreasing lower envelope function 𝑠𝑠𝑒𝑒𝑠𝑠𝑚𝑚𝑖𝑖𝑛𝑛(𝑖𝑖) for 𝑠𝑠𝑒𝑒𝑠𝑠(𝑖𝑖)  
(ii) There exist a non-increasing upper envelope function 𝑡𝑡ℎ𝑑𝑑𝑠𝑠𝑚𝑚𝑠𝑠𝑚𝑚(𝑖𝑖) for 𝑡𝑡ℎ𝑑𝑑𝑠𝑠(𝑖𝑖) 
(iii)  𝑠𝑠𝑒𝑒𝑠𝑠𝑚𝑚𝑖𝑖𝑛𝑛(𝑖𝑖) ≥ 𝑡𝑡ℎ𝑑𝑑𝑠𝑠𝑚𝑚𝑠𝑠𝑚𝑚(𝑖𝑖) 

4.4 Research Methodology and Plan for the Future Work 

It is envisioned that the research outlined above will be done following a hybrid method. 
The statements of Hypotheses 1-3 have to be proven formally. Further, these proofs 
have to be verified in the experiments using the instruments and datasets available in 
the OntoElect Project [7] in the frame of the optimized processing pipeline [9]. In par-
ticular, the datasets generated from the DMKD-300 document collection will be used 
as our prior experiments demonstrated quick and stable terminological saturation in this 
collection.   

It is planned that the experimental part will be organized as follows: 
(i) Envelope functions for 𝑠𝑠𝑒𝑒𝑠𝑠(𝑖𝑖) and 𝑡𝑡ℎ𝑑𝑑𝑠𝑠(𝑖𝑖) will be predicted based on the first 

30 percent of measurements 
(ii) Terminological saturation will be predicted based on these envelope functions 

and proven existence Theorem 1 
(iii) Terminological saturation will be checked using the remaining 70 percent of 

measurements 
Further, the same experiments will be done using the datasets of the RAW and DAC 

collections to verify if the prediction of terminological saturation works reliably in com-
plex conditions and across domains.     

5 Conclusive Remarks 

The objective of this position paper is the proposal of a Master project aimed at devel-
oping a rigorous theoretical framework proving the existence of terminological satura-
tion in the sequence of incrementally enlarged sub-collections of documents describing 
an arbitrary subject domain. The proposal is based on the background knowledge of the 
OntoElect project.  

In the literature study focused on this topic, we found out that little attention has 
been paid, to date, to the problem of terminology saturation in textual corpora. In par-
ticular, the only measure of such a saturation is our own prior work [4]. Furthermore, a 
formal justification for the existence of terminological saturation in this context has not 
been provided and the conditions for saturation to exist have not been studied. There-
fore, the development of a theoretical framework, proposed and outlined in this paper, 
is timely and important for research and practice.  
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The proposal of the framework is structured along the facets of: terminological dis-
tance measure and its metric properties; the envelope functions to cope with non-mon-
otonicity of saturation measurement; and the existence theorem that states the required 
conditions. 

Our plans for the future work are: (i) elaborate and validate experimentally the for-
mal proofs of Hypotheses 1-3; (ii) modify our processing pipeline using the knowledge 
from the theoretical framework; and (iii) evaluate the instrumental software in the ex-
periments on industrial-scale textual collections, like Springer KM [6]. 
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