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Abstract. The task of information retrieval is to find documents relevant to the 

query in a certain collection of documents. The document is a text selected by 

the author as a single fragment. A query is usually a meaningful phrase or set of 

words describing the information needed. Instead of searching through the 

whole document, organizing a search by topic or resume of the document be-

comes enough. By the term "topic" we refer to a set of small reference texts. 

Therefore, one of the interesting tasks in information retrieval systems is the 

task of classifying texts by topic. The whole classification process is carried out 

in four stages: preprocessing the text, weighing the terms, weighing the sen-

tences, extracting meaningful sentences. 

In the process of selecting topics, fragments of the text are studied (for example, 

paragraphs) and compared with the chosen standard. Different fragments can be 

attributed to different topics. Selected fragments can be combined into a sum-

mary on this topic. This paper considers the issues of automatic summarization 

of text documents taking into account the syntactic relations between words and 

word forms in sentences that can be obtained at the output of the Link Gramma 

Parser (LGP) system for the Kazakh and Turkish languages. The authors oper-

ate on the results of studies on customizing the LGP parser for agglutinative 

languages. 

Keywords: Information retrieval, word weight, directed graph, text topics, 
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1 Extraction and Summarization Methods 

1.1 The task of automatic summarization  

The basis for writing this article was article [1], which discusses the process of 

automatic summary. The task of automatic summarization is the creation of a short 

version of a text document or a collection of documents that reflects the most signifi-

cant information of the original document or documents [2]. Traditionally, automatic 

summarization problems are divided into several independent directions of the classi-

fication of solved problems and the types of generated annotations. 
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Most modern automatic summary systems operate on the basis of the 

extractive approach, i.e. selecting entire sentences of the source collection for 

automatic annotation without changing the sentences themselves. 

One of the problems that arise with this approach is that permutation of words 

in a sentence can significantly change its meaning, which leads to incorrect operation 

of algorithms that operate on individual keywords, their frequencies, etc. In the 

above-mentioned work by Niraj Kumar [1], another method was proposed. It allowed 

to take the word order and showing its effectiveness into account. 

1.2 Methods of thematic analysis of text information of automatic 

summarization  

Of the well-known methods such as: Lexical Chains, Latent Semantic Analy-

sis (LSA), and graph theory for constructing automatic annotations, the last approach 

is of interest to us. 

Using graph theory for the automatic summary problem is close to the ideas 

of the well-known PageRank link ranking algorithm [3]. In the framework of this 

approach, the input text collection is presented in the form of a fully connected graph, 

the vertices of which are sentences, and the edges between them reflect the weight of 

similarity between these sentences. Sentences that have strong ties to a large number 

of other sentences are likely to be central and should be highly relevant for inclusion 

in the resulting annotation. 

The described algorithm does not require deep linguistic preprocessing, with 

the exception of highlighting sentences and individual words, therefore it can be used 

for various languages. At the same time, adding semantic and syntactic information 

when constructing a sentence graph can improve the results of the algorithm [4]. 

Differentiation of the schemes for calculating the similarity of sentences be-

longing to the same and different documents of the input collection allows you to 

separate local topics of documents from global topics shared by all documents in the 

collection. 

1.3 Calculate word weights 

In the general case, we believe that there is some fragment of the analyzed 

text, or a pre-prepared “test” fragment, i.e. sequence of sentences

 nSSSS ...,,, 21
. Next, a sequence S  is mapped to some graph. The match-

ing method can be easily demonstrated using the example given in [1]. The following 

shows the sequence of sentences and the corresponding graph:  

Sentences: 

S1:   a b c d e 

S2:   c a f g 

S3:   h i f a b 
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Fig.1 Text sentence graph 

Here dcba ,,,  – are the words of the corresponding sentences. The set of all 

words found in a given set of sentences forms the set of vertices of the graph. The 

edge of the graph reflects the fact that one word follows another word. In this case, 

the direction of orientation of the edge is set from the next word to the previous one. 

The weight of an edge is the number of occurrences of a given pair of words follow-

ing each other in this order in the entire text fragment . In [1], 

the authors suggest that some text preprocessing is carried out by removing various 

kinds of service words. 

We offer some generalization of the algorithm taking into account the syntactic 

structure of sentences received at the output of the LGP system for the Kazakh and 

Turkish languages [5]. We also rejected the requirement to normalize words and word 

forms. In the end, when comparing sentences, we can take into account a larger or 

smaller set of specific relationships, and so some links are simply ignored. 

For each connection, it is important to consider how many times it met, taking 

into account the directions. It is necessary to take into account the number of links 

entering the top and the number of links coming out of the top. For this, the concept 

of vertex rank (weight of each word) is introduced in [4]. 

To calculate the weight of each vertex (word), we use the PageRank algorithm. 

For each vertex, we introduce the notation  iVIN  – then the many vertices that 

reference it (predecessors), and  iVOUT  – the many vertices referenced by the 

vertex itself 
iV  (descendants 

iV ). Then the rank of each vertex of the graph (the 

weight of each word) can be determined by the formula:   

 
 
  








ij VINV j

j

i
VOUT

VS

N
VS

||

1




,  (1) 

)( iVS  – vertex rank (word weight) 
iV ; 

)( jVS  – vertex rank (word weight) 
jV , from which the connection is di-

rected to the top 
iV ; 
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 || jVOUT  – number of descendants of the peak 
jV ; 

N  – number of graph vertices; 

  – damping factor, for example, in [4] a fixed value equal to «0,85». 

 

The above formula (1) indicates that the vertex referenced from other vertices 

with a high rank itself receives a high rank. Thus, it is possible to single out in the 

whole text the most important key words. 

Let us try and analyze some issues related to rank calculation. Obviously, if an 

acyclic graph corresponds to a sentence or a set of sentences, that is, it is a tree, the 

ranks can be calculated recursively during the tree traversal. First, we compute the 

ranks of the hanging vertices in which there are no incoming edges, then we need to 

take only the first term from the definition of rank. Then we calculate the ranks of the 

vertices, in which there are edges from the vertices for which the ranks have already 

been calculated, etc. That is, we move along a certain hierarchy of vertices and simply 

calculate. In the case when the graph has cycles, then we are forced to solve some 

systems of equations. 

1.4 Identification of text topics and calculation of their importance 

We understand a topic as a set of sentences related to one concept, phenome-

non, sequence of events, etc. To determine the topics contained in a document, vari-

ous agglomerative clustering procedures are usually applied. [6]. These include: Sin-

gle linkage (simply connected clustering; also known as the “nearest neighbor meth-

od”), Complete linkage (fully connected clustering; also known as the "far neighbor 

method"), Pair-group method using arithmetic averages (also known as the “pairwise 

mean method”), Pair-group method using the centroid average, Ward’s method.  

These classification methods are often called hierarchical, because objects in 

them are combined into more and more large clusters [7]. Initially, each object in 

them is considered a separate cluster. For singleton clusters, the distance function is 

determined in some way: 

   
jijiij xxxxdd ,}{},{ 

.  (2) 

Then, the cluster merging process starts. We denote 
jkikij ddd ,,  – distance 

between pairs of clusters 
kji CCC ,, ; these distances are already known. At each 

iteration, instead of a pair of the closest clusters 
iC  and 

jC  a new cluster is formed 

ji CC  .  

For the middle bond method, the distance between two different clusters is cal-

culated as the average distance between all pairs combined in a cluster. 

To calculate the weight (importance) of a topic (cluster), we calculate the sum 

of the weights of all the words in a given cluster using the formula: 

   wdWCW
,   (3) 
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where 

 CW  – the weight of cluster C ; 

 wdW  – the sum of the weights of all words in a given cluster. 

The percentage (weighted information in the cluster) is calculated by the for-

mula 

 
 
  
















100%

CW

CW
CW

 ,   (4) 

where 

 CW%  – weight percentage of a given cluster C ; 

 CW  – the weight of given cluster C ; 

  CW  – sum of weights of all defined clusters. 

1.5 Recap process 

First, in general terms, we describe the main idea. At this stage, some pre-

prepared text fragment is considered 1Set , precisely related to a specific topic. Frag-

ment 2Set  – analyzed fragment. It maps to a fragment 1Set  for relevance to the same 

topic. In our case, it is a fragment isolated from the original (large) text through clus-

tering, as described in the previous section. The process of collecting all fragments 

that satisfy a certain criterion of conformity is, in fact, a process of summarizing. 

We now turn to a more detailed description of the algorithm. Fragment 1Set  is 

matches by a directed graph G=(V,E). Let further  wij– edge weight (Vi,Vj)ϵE, if any, 

and wij=0 otherwise. Consider the undirected graph associated with the graph G in a 

natural way. The many vertices are the same. Edges arise through "forgetting" about 

orientation. The edge weight in the new graph will be equal to Link_Strengthij=2 x 

min(wij, wji).. The large value of this quantity means that these two words are repeat-

edly found side by side in two versions. Namely, the first word precedes the second, 

and vice versa, the second word precedes the first. 

Next, enter the value  Path_Strengthij=1/ Link_Strengthij. That is, the transition 

to inverse values has been completed. Thus, we find that the smaller, the more pro-

nounced the above-mentioned property, that is, the more these words are “connected” 

with each other within this topic. 

Closeness centrality  is usually used in the research of social networks and 

serves as an indicator of the speed with which information spreads on the network 

from one participant to the rest. As a measure of the distance between two partici-

pants, the shortest path along the graph (geodetic distance) is used. So, the partici-

pant’s immediate friends are at a distance of 1, friends of friends are at a distance of 2, 

friends of friends of friends are at a distance of 3, etc. Next, the sum of all distances is 
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taken and normalized. The obtained value is called the distance of the vertex  from 

other peaks. Proximity is defined as the reciprocal of the distance. 

 
 






vVt

iG

iC
tVd

N
VC

\

,

1

,   (5) 

where  tVd iG ,  – shortest way from the top 
iV  to the top t . 

In other words, centrality in proximity allows you to understand how close the 

member in question is to all other network members. Thus, it is important not only to 

have direct friends, but also that these friends themselves also have friends. 

In our case, we are dealing with texts, and not with social networks. But in 

both cases, graph-theoretic constructions are used. Therefore, similarly, one can cal-

culate centrality by proximity for any vertex in the undirected graph under considera-

tion. When calculating the geodetic distance (the distance between the edges of the 

graph), the weights of the edges are used Path_Lengthij. 

We describe the process of comparing two fragments  and . Suppose 

each of them consists of three sentences:: 

1Set
 2Set

 

A B C D M N B D 

B N D C O D 

W X B C A B C 

Leave only those words that are included in both text fragments, we obtain re-

spectively 

1tSe 
 2tSe 

 

A B C D N B D 

B N D C D 

B C A B C 

To each of the text fragments 1tSe   and 2tSe   matches your undirected graph. 

Note that the set of vertices of these graphs will be the same, namely 

},,,,{ NDCBA . Accordingly, for all vertices 
iV  it is possible to calculate centrality 

by proximity in the first column and in the second. Let them  
1iC VC  and  

2iC VC  

respectively. 

We calculate the value of the indicator 

      100)/|(|)(
112
 iCiCiCi VCVCVCVDiff

,  (6) 
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which characterizes how the use of a given word in the contexts of the first and 

second text fragments is the same or different. Next, you need to determine the 

threshold, which serves as a criterion for the "uniformity" of the use of the word. For 

example, as a threshold, you can take the median of quantities )( iVDiff , further, 

this threshold can be used in the analysis of other fragments. 

At the final stage, it is calculated how many words “crossed” the threshold by 

the formula:  

100))(/),((),( 12121  SetCountSetSetCountSetSetScore match , (7) 

where ),( 21 SetSetCountmatch
 is  number of all words from 1Set , which are 

simultaneously included in 1Set  and 2Set , and who "crossed" the threshold, that is, 

they passed a test for the identity of use in both text fragments;  

)( 1SetCount  – the number of all words from 1Set , which were subjected to 

analysis, i.e., they just simultaneously enter 1Set  and 2Set . 

The final conclusion is is based on how high ),( 21 SetSetScore , i.e., in the 

end, , the expert chooses the appropriate threshold, allowing for a conclusion that the 

subject of the fragment 2Set  matches the theme of the reference text fragment 1Set . 

1.6 Algorithm Testing 

Implementation of the morphological analysis in code required the use of: 

- for Kazakh, an algorithm for reducing words to normal form based on the 

Porter algorithm was proposed and implemented, due to the lack of a suitable 

algorithm[8]; 

- for Turkish, the Snowball Stemmer. 

The calculation of the weight of the topic is carried out by summing the 

weights of the words included in it. This task for each word in the general case reduc-

es to solving a system of linear algebraic equations. To solve this system, we used the 

Eigen linear algebra library for a programming language C++. 

When constructing sentence graphs displaying grammatical relationships, the 

LGP parser is used [9], the result of which is a graph of syntactic links between sen-

tence words. For Kazakh and Turkish, LGP prototypes have been developed that take 

into account the rules for the formation of words in agglutinative languages, which 

include all Turkic languages [5,10]. It should be noted that the speed of LGP and 

prototypes linearly depends on the number of offers. Procession of a 30-page text 

takes about 30 minutes. 

To calculate the distances between the vertices of the graph, the dynamic 

Floyd-Warshall algorithm is used. 

During testing, the developed system sent requests to the search engine 

www.googleapis.com, from which it received URL lists with their text description. 

Each provided textual description of the system gave an assessment of compliance 

with the request in Kazakh and Turkish. The program left relevant links, dropping 

those that were not relevant for its evaluation. The test results are shown in table 1. 
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Table 1. Test Results 

Request Lan-

guage 

Total links 

(snippets) 

received 

from the 

search 

engine 

Number 

of Rele-

vant Links 

Approved 

by the 

System 

The num-

ber of 

relevant 

links 

skipped 

by the 

system 

The number 

of inappropri-

ate links ap-

proved by the 

system 

Мұнда педагог 

мамандар ақпараттық 

технологиямен жұмыс 

жасау негіздерін 

практикалық түрде 

меңгереді 

Kazakh 130 20 0 0 

«Экономика» деген 

сөз алғашқы ұғымында 

отбасы шаруашылығын 

білдірген 

Kazakh 167 11 2 2 

Ortalıkta dolaşan sıcak 

petrol paralarını tüketime 

yönlendirdiler 

Turkish 40 5 1 0 

Yazımızın birinci 

bolumunde Dunyadaki 

ekonomik buhranı 

inceledik 

Turkish 120 12 3 1 

For texts in Kazakh, on average, of the 130 links obtained from the search 

engine, the program identified 11-20 high-quality relevant links, about 2 links the 

program mistook for relevant and rejected the rest as irrelevant, which corresponded 

to reality. For texts in Turkish, the results are similar. 

1.7 Conclusion 

In this paper, we proposed some extension of the Niraj Kumar approach by fur-

ther examining the syntactic links generated by the Link Grammar Parser system for 

the Kazakh and Turkish languages. Also important is the fact that the graph is mapped 

to the text as a whole, and not to a separate sentence, as in [1]. 

It should be noted, the algorithms for determining topics, classification by top-

ic, etc. have some instability (including the algorithm proposed by us) with respect to 

subject areas. If there is an established terminology in these subject areas, then the 

algorithms work quite correctly. Moreover, “playing on the choice of thresholds”, you 

can see how document classes fall into subclasses, and a tree-like structure is clearly 

visible. If the terminology is not well-established, then we get incorrect results. 
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