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Abstract. In this paper, the methods for improving the quality of fore-
casting using artificial neural networks are researched. Nowadays due
automatisation of many systems, that using prediction algorithms, such
as artificial neural networks, forecasting error cost are increasing, espe-
cially in expensive or dangerous areas. In problems with a small set of
initial data or a large algorithmic complexity, the solution of the fore-
casting problem can give unsatisfactory results or lead to large amounts
of computation. The speed and accuracy of prediction are of critical im-
portance since in many real practical problems the cost of forecasting
errors is extremely high. There are of methods aimed at improving the
quality of training of artificial neural networks. The methods selected for
this paper are not exclude each other, so they can composited without
any conflict, but some methods in certain situation can worsen the result,
some methods can increase accuracy, but decrease speed and vice versa.
And because of that condition, methods should be compared separately
and only after that composite, and result should improve, because their
disadvantages compensated by advantages of others methods. The ex-
periment showed that although individually these methods do not have
a significant impact on accuracy, a combination of these approaches im-
proves the quality of forecasting.

Keywords: Artificial neural networks - Machine learning - Forecasting
- Nonlinear regression - Extrapolation.

1 Prediction task

Prediction is a non-linear and often quite difficult task, which is obviously rel-
evant nowadays. It nds its application both in purely scientific fields (physics,
chemistry, biology, etc.) and in practice (marketing, statistics, etc.). The essence
of the forecasting problem is to predict the future reaction of the system accord-
ing to its previous behavior. Currently, many approaches have been developed
to solve this problem, among which artificial neural networks (ANN). The main
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advantage of neural network models is their nonlinearity, i.e. the ability to es-
tablish non-linear relationships between future and current process values, as
well as their adaptability and scalability. The disadvantages of neural network
models are the opacity of the modeling process, the complexity of the choice of
architecture and the complexity of artificial neural network learning.

The accuracy of forecasting is largely influenced by a careful analysis of the
input data, selection of features, the ability to take into account external fac-
tors, i.e. other processes occurring in parallel with the researching process and
affecting it. In problems with a small set of initial data or a large algorithmic
complexity, the solution of the prediction problem can give unsatisfactory results
or lead to large amounts of computation. At the same time, taking into account
the ongoing automation, in systems whose functionality covers important and
dangerous areas, the price of forecasting error is of critical importance. One ap-
proach to improving forecast accuracy is the use of combined models, for exam-
ple, the use of ANN in combination with autoregressive models [1]. Another way
to increase accuracy is to use a consensus forecast, i.e. forecast, which is a linear
combination of several independent forecasts [2]. However, these approaches are
rather laborious, because require the development of several forecasting models.
In this work, we study the influence on the forecast accuracy of some standard
methods used in the training of neural networks.

For ANN, forecasting is the task of nonlinear regression. Having information
about the values of the variable x at the moments preceding the prediction of
z(k-1), z(k-2), ..., z(k-N), the network makes a decision on what will be the most
probable value of the sequence at the current moment k. To adapt the network
weighting coefficients, the actual forecasting error € = z(k)-z (k) and the values
of this error at previous time instants are used [3].

Despite the advantages, neural networks also have minuses. To successfully
solve the problem, the neural network needs to be trained at a accepted level,
which requires sufficient availability of data, time and computing resources. But
even under such conditions, training may be wrong, for example, a network may
overfit. This means that the network adapts too much to the answers in the
training set, and all other values are very likely to be incorrectly predicted.

But existing a methods that can help smooth the artificial networks problems.
Although there are many methods to improve the results of ANNs, not all of them
are universal, and what works well, for example, to classify images, may not work
at all for predicting time series. Therefore, it is necessary first to consider the
effectiveness of these methods in general, and then for the forecasting problem.

2 Methods for improving prediction quality

The learning outcomes are greatly influenced by the selection of the initial values
of the network weights. The wrong choice of a range of random values of weights
can lead to an excessive slowdown in the learning process. Xavier’s initializa-
tion (also known as glorot) is to generate random initial bond weights based
on the number of input and output links of a given neuron. This method allows
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you to accelerate the training of ANN [4] and improves the quality of prediction
because, with several training iterations, the ANN does not fall into the same
local minimum. The initial bond weight is calculated by (1).
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where W; is the neuron connection weight, U is the uniform distribution, Count;,
is the number of neuron inputs, Count,,; is the number of neuron outputs.

Data shuffle is a random arrangement of data sets in the training and test
samples. This method avoids the dependence of the result on the sequence of
data. However, this technique is not always suitable for forecasting problems [5],
since in such problems the data often are sequence-dependent.

To prevent overfitting when building a neural network, various regulariza-
tion methods are used. One approach is to introduce an additional term (regu-
larizer) in the objective function, which does not allow the scales to acquire very
large values. The regulator may have the following form (2).

A n
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where m is the sample size, A is the regularization coefficient, n is the number
of neuron connections, W; is the weight of the connection.

In the theory of neural networks, such a regularization is called weight decay,
because it leads to a decrease in their absolute values. There is another regu-
larization method called ”dropout”. Dropout is a technique for addressing this
problem. The key idea is to randomly drop units (along with their connections)
from the neural network during training. This prevents units from co-adapting
too much. During training, dropout samples from an exponential number of dif-
ferent “thinned” networks. At test time, it is easy to approximate the effect of
averaging the predictions of all these thinned networks by simply using a single
unthinned network that has smaller weights. This significantly reduces overfitting
and gives major improvements over other regularization methods. We show that
dropout improves the performance of neural networks on supervised learning
tasks in vision, speech recognition, document classification and computational
biology, obtaining state-of-the-art results on many benchmark data sets. [6].

Using an adaptive learning coefficient allows you to vary the learning step
depending on the situation. To change the coefficient, you must have a criterion,
the simplest and most obvious is the use of the cost function. This implies that
when the network starts to diverge, you can try to reduce the step to achieve a
more accurate minimum value [7]. Or vice versa, you can increase the step if, for
example, we are sure that the network has hit the local minimum, and it should
look for a solution further.

Currently, adaptive optimization methods are widely used to configure neural
networks. The following training algorithms were compared: Adadelta, Adagrad,
Adam, Adagrad, Adagrad with low LR, Adamax, RMSprop, SGD (see Fig. 1).
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This result was obtained by using ResNet50 with pre-trained weights of im-
agenet. The input shape is (224, 224, 3). As can be seen, Adamax showed the
best result, but this study was conducted on a large scale of data, and Nadam
was not researched because of memory problems with it.
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Fig. 1: Comparison of adaptive learning coefficient optimization methods.

The pruning method consists in equating to zero the most uninformative
relations with relative to other relations. This method is more controversial be-
cause it often worsens the result because can nullify important connections, but
at the same time in large networks, it can significantly simplify calculations [8].
Also, to implement pruning, it is necessary to use sparse matrices, i.e. matrices
with lots of zeros.
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Sparse matrix is a matrix in which most of the elements are zero. Sparse
matrices, by itself, without pruning, can improve the results of the ANN [9]. On
small networks, they accelerate learning, and on large networks they allow you
to make calculations faster [10] (see Fig. 2). Large sparse matrices are common

#Parameters vs. Precision @1 for CIFAR'10 (epoch=1200) #MultiplyAdds vs. Precision @1 for CIFAR'10 (epoch=1200)
$— Sparse Convolutions $— Sparse Convolutions
0.86 || # 4 Dense Convolutions 0.86 || ¢ 4 Dense Convolutions
084 0.84
— —
® o5 ©® s
c c
.© osof .© os0
o )
8 078 8 078
= =
o o
0.76 0.76
.
074 d 074 ¢
0.72 0.72
100k 300 k M 3M 300k M IM 10M 30M
#Parameters #MultiplyAdds

Fig. 2: Comparison of sparse and dense matrices [10].

in datasets that contains counts, data encodings that map categories to counts,
and even in whole subfields of natural language processing.

It is computationally expensive to represent and work with sparse matri-
ces as though they are dense, and much improvement in performance can be
achieved by using representations and operations that specifically handle the
matrix sparsity.

3 Testing the methods

To check the described methods, tests were performed on the Building prob-
lem from the Probenl set [11]. The set contains data for predicting the hourly
consumption of electricity, hot and cold water based on the date, time of day
and weather data. Complete hourly data for four consecutive months is used for
training, and output data for the following two months should be predicted. In
all there are 14 inputs and 3 outputs. To implement it, the Keras framework on
TensorFlow was selected and ANN architecture is: 2 dense layers, first with 64
neurons, second with 32 neurons. Mean absolute percentage error (MAPE) (3)
will be used as accuracy

n

MAPE = 1 Z

n
t=1

At—Ft

T 0

where A; is actual value, F} is forecast value, n is values set size.
To evaluate the quality of the forecast, the determination coefficient R2 (4)
are used, which is considered as a universal measure of the dependence of one
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random variable on many others. It takes values from 0 to 1, the closer the coef-
ficient is to 1, the stronger the dependence. When evaluating regression models,
this is interpreted as matching the model with data.

SSres
_ Dres 4
SStot ( )

where SS,eg (5) is the sum of explained squares , SS;ot (6) is the total sum of
squares.

R?=1

n

SSres = Z(yl - 27)2 (5)

i=1
where y; is actual value, ¥ is the mean value.

n

SStot = Z(yz - 39)2 (6)

i=1
where y; is actual value, ¢ is the predicted value. After training and solving
the problem on the test sample, the next results were obtained (Table 1).

Table 1: Results of Building problem solving.

ANN type Loss function|Accuracy (MAPE)|Determination coef.
Initial ANN 0.0542 0.9421 0.7006
Xavier initialization |0.044 0.9566 0.7501
Regularization 0.0632 0.9297 0.6953
Data shuffle 0.0319 0.9704 0.7871
Pruning 0.1516 0.8761 0.5685
Sparse Matrices 0.0337 0.9661 0.8348
Method Composition|0.0138 0.9887 0.8843

In benchmark they obtained result of 0.92 on validation set, which is lower
than all results except of pruning. This can be explained by the fact that the
task was solved by old artificial neural network, so even the inital Keras ANN
did it better. Also it took for their neural network about 400 epoch to learn,
while our ANN has learned only with 100 epochs.

For comparison, the forecasting problem with the help of ANN was solved
without using methods for improving the quality of forecasting. (Fig. 3a) shows
a graph of the learning speed of all networks, and (Fig. 3b) the accuracy of this
networks. The problem was solved with fairly good accuracy, but the determi-
nation coefficient was only 0.7.

In the researching problem were not a big set of zeros, i.e. the matrices were
not sparse, therefore, they did not have a big impact on the result, but at the
same time, the calculations themselves were reduced, albeit slightly (due to the
small size of the problem), 159.546 seconds versus 157.486 seconds. In this task,
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Fig. 3: Methods comparison (a) learn curve (b) accuracy

the pruning worsened the result, because there were not a large number of zeros,
and the task was generally not large, but now the model can be compressed
without losses due to zeros, the array of which is easy to compress.

Applying the composition of all methods except for pruning, the best re-
sult was obtained: the forecasting accuracy increased by about 5.6%, while the
determination coefficient was 0.8843.

Thus, the study showed that despite the fact that separately the standard
methods used for tuning neural networks did not show a significant increase in
the accuracy of forecasting, the use of a combination of these methods allowed
us to achieve a fairly high forecast accuracy (97.26%). However, when solving
problems using ANN, it is necessary to take into account its specificity and, on
the basis of this, select more controversial methods such as pruning.
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