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Abstract. The task of reducing marked large size samples for building diagnos-
tic and recognizing models by precedents is considered. The method allowing 
to reduce essentially the size of a training sample increasing at the same time its 
efficiency, through removal of irrelevant and redundant instances is proposed. 
The given method provides an opportunity to estimate each instance of a train-
ing sample by synthesis of an ensemble of weak classifiers using a bagging 
model, and to create a reduced sample of the most significant instances by esti-
mations. Software is developed to implement the proposed method. This soft-
ware has been experimentally investigated in solving the task of reducing syn-
thetic and real world data. The results of the conducted experiments allow rec-
ommending the use of the developed method and its software realization for 
solving the task in the sphere of technical diagnostics. 
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1 Introduction 

The constantly increasing volume of available information requires significant com-
puting resources for successful data processing. So the task of reducing dimension 
data for further building models based on them is urgent [1-4]. It is especially neces-
sary when solving practical tasks of industrial diagnostics, when the diagnostic sys-
tem should immediately respond to any deviations in the operation of equipment. In 
the conditions of continuous production, diagnostic systems of nondestructive testing, 
which allow making diagnostics in real time, are especially important. The main 
component of nondestructive testing diagnostic systems is the model of pattern classi-
fication by precedents (classifier) [5-8]. The classifier is a set of rules, which allow 
determining whether new observations (instances) belong to one of the existing 
classes. To generate a model of recognition by precedents it is necessary to have a set 
of instances (precedents) with known values of classes (training sample), and a classi-
fication method, which will form the rules of recognition (training) using the training 
sample [9-10]. 



There are many classification methods with different principles and approaches 
[11-12]. The family of metric classification methods based on precedents is quite 
effectively used in building diagnostic models. Metric methods of training refer to the 
geometrical paradigm of machine learning, which assumes that instances have a geo-
metric structure, where each of them is described by numerical features and is consid-
ered as a point in a multidimensional feature space. These methods are based on the 
assumption of local compactness of classes, from which it follows that the similarity 
of two instances on N independent features also assumes their similarity on one de-
pendent feature 1N . Thus, only instances of the same class can exist in the 
neighborhood of one class instances. And the closer a control instance is to the 
neighborhood of a class, the more likely it will belong to this class [13-14]. Metric 
methods have such advantages as simplicity of implementation, clear logic of meth-
ods' work, geometrical nature, simplicity of model results interpretation, developed 
theoretical base, adaptation to the necessary task by metric selection. The disadvan-
tage of the metric methods recognition is the necessity to store the whole training 
sample in the computer memory. Thus, the use of large size training samples may 
require significant computing resources and classification time. In technical diagnos-
tics systems, where the speed of decision making is a priority, models based on large 
training samples may be ineffective. Reducing the size of training samples will help 
reduce both the classification time and the computational complexity of diagnostic 
models. 

The most widely used approach to reducing the data dimension is the selection of 
informative features [15-17], which implies the selection from the initial set of fea-
tures a smaller subset of features, sufficient to solve the problem with the required 
accuracy or meeting some criterion. However, if the size of the feature space is small, 
or features individually are low informative, but together they contain enough infor-
mation for building a model, selection of informative features does not allow to re-
duce the data dimension effectively. 

Another approach to reducing data dimensional is the selection of instances [1, 18-
22]. To date, the instance selection has been considered a necessary preliminary data 
processing procedure [1, 23]. Successful use of instance selection methods allows for 
the selection of a small sample size, independently of the model in which it will be 
used in a future and without performance loss [2]. In the process of selecting in-
stances, irrelevant and redundant instances are removed from the sample, so in some 
cases the performance of models that are built on processed samples may be higher 
than on the initial data. 

Many instance selection methods have been proposed in the past few decades, each 
with weaknesses and advantages [23-26]. However, there is no universal method 
which can achieve equally high results with various data samples. In general, the task 
of instance selection is to select the most relevant instances of a training sample. Vir-
tually, for the selection of instances must be solved the problem of binary classifica-
tion where each instance of the training sample can be classified as selected or unse-
lected.  Therefore, it can be assumed that the approaches and methods used to solve 
the classification problem can also be applied to the instance selection task. 



One of the successful directions for increase of models productivity in the tasks of 
classification is the use ensembles of classifiers [27-29]. 

In this paper we study the possibility of using ensembles of metric classifiers to se-
lect the most relevant instances in solving the problem of reducing training samples 
and increasing their representativeness. 

2 Formal problem statement 

The task of instance selection for classification model building based on precedents is 
to generate such a training subsample of minimum size from the most relevant in-
stances of the initial training sample, which will allow to classify new unmarked data 
with an accuracy at least as accurate as using the initial training sample [2, 30]. For-
mally, the task can be written in the following way. 

Let the initial training sample be presented as a set of S precedents of dependence 
 xy  and be defined by the expression yxX ,  is a sign matrix of input features x 

and output features y. The set of input attributes x is defined by the standard object ‒ 
feature matrix: 

NSijxx


 ,                                                       (1) 

where S is a number of instances, N is a number of input features, ijx  is a value of the 

j-th feature on the i-th instance. The set of output features is defined by the vector: 

   Kyyyy iS ,...,2,1,,...,1   ,                                      (2) 

where K is a number of classes in the sample  1K . Each i-th instance is repre-

sented as iii yxX , . Then the task of selecting instances is to select from the initial 

sample yxX ,  such a subsample yxX  ,  that the following conditions are 

executed: 

    optyxyxfSSySxxyyxx ii  ,,,,,,|, ,          (3) 

where S   is a number of instances of the resulting subsample, x  is a set of input 
features of the resulting subsample, y  is a set of output features of the resulting sub-

sample. 

3 Review of the literature 

At solving the complex practical problems of pattern recognition by precedents, there 
may be occasions when no classifier provides the necessary accuracy of pattern rec-
ognition (classes). Increase in accuracy allows creating a model composed of a set of 
classifiers (ensemble). The strategy of ensembles is that a set of independent models 



of classification (base classifiers) is created, and the results of their work are com-
bined. Thus, the productivity of base classifiers increases due to compensation of 
errors of some classifiers by correct work of other ones [27-29]. Generally, the en-
semble of classifiers can be described as follows: 

      xbxbxy T,...,1 ,                                            (4) 

where tb  is a base classifier,   is a meta-estimator that creates a decisive rule that 

the recognized instance belongs to a certain class  xy . 

The basic properties of classifiers are the ability of each base classifier to inde-
pendently solve the initial classification task and the possibility to use existing classi-
fication training standard methods. 

The one of the most important conditions for the efficiency of the classifier ensem-
bles in pattern recognition problems is the requirement for a sufficient variety of base 
classifiers [27-28]. Thus there is a compensation of classification errors of some base 
classifiers by work of other ones. Therefore, it is necessary to combine the results of 
the base classifiers, so as to increase the influence of true decisions and minimize the 
influence of wrong decisions on the response of the ensemble. The basic strategies for 
building ensembles are the synthesis of independent classifiers and decision-making 
on a bagging basis [31-33], special coding of target values and reduction of the task 
solution to solving several tasks (error-correcting output code) [34], building of meta-
signatures on the basis of responses of base classifiers on subsets of samples and 
training meta-functions on them (stacking) [28, 35], sequential summarization of 
several classifiers, with each next classifier being trained taking into account the er-
rors of the previous ones (boosting) [27-29, 32-33, 36-37], heuristic methods of com-
bining the answers of base classifiers by training in special subspaces and visualiza-
tions (mixture-of-experts) [28, 38-39], recursive synthesis of homogeneous ensembles 
(neural networks) [40]. 

Bagging-based ensembles are the most common when it comes to solving real 
world tasks due to their simplicity of implementation and high generalization ability. 
The main advantages of bagging are the ability to perform parallel computations at 
high classification accuracy. 

During ensemble forming by the bagging method, each base classifier is trained on 
a random subset of the training sample. With this approach, the variety of methods is 
achieved even with the use of one classification method for all base classifiers [27, 
33, 38]. In the traditional bagging model, the bootstrap technique [27, 29, 31, 33, 41] 
is used to select random subsets of a training sample, which implies the formation of 
subsets by random selection with return. The basic bagging method works well on 
small samples, when exclusion of a small number of instances leads to a significant 
distribution transformation in the sample. For larger training samples it is possible to 
use other sampling methods. In this case, the task of selecting the optimal size of the 
selected subsamples S. 

There are many different ways to extract subsets (resampling) of a training sample 
for the synthesis of bagging ensembles [11, 31, 41-46]. The most known methods are 



bootstrap [31, 41-46], pasting [47], random subspaces [28-29], random patches [48] 
and cross-validation [41].    

The base classifiers forming an ensemble using a bagging strategy do not need a 
separate test subsample to evaluate the accuracy of the generated model. It is possible 
because each base classifier is trained on a subsample containing only part of the 
training sample. Thus, it allows to estimate the accuracy of each base classifier with 
instances not included in the selected subsample. Provided that the number of base 
classifiers is quite numerous, the evaluation will be performed for almost every in-
stance of the training sample. Moreover, this evaluation will be independent, because 
the accuracy of each base classifier will be evaluated by a subsample of instances 
with the dependent variable values unknown to it. Further training and test samples of 
base classifiers will be called local for certainty. 

By constructing ensembles of classifiers, it is important to take into account that 
there are classification methods stable with respect to the selection of random subsets 
(for example, the SVM (support-vector machine) method, or the kNN (k-nearest 
neighbors) method at 3k ) [27, 49]. Application of such methods in ensembles 
based on bagging is ineffective because diversity of methods is not achieved.     

The result of ensemble work depends on the choice of meta-estimator. In the most 
common case, the meta-estimator is a majority vote function for the classification 
task: 
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In more complex cases, weighted voting can be used, where each base classifier has a 
weighting characteristic:  
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where tw  is a weight characteristic of the base classifier. The weighting characteristic 

primarily depends on the accuracy parameter of new instances recognition by the 
classifier. Such characteristic can be a relative number of correctly recognized in-
stances of the test sample (relative accuracy): 
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where E  is a relative accuracy of the classifier, bS  is a number of instances in the 
local test sample of the current classifier, b  is an approximating function of the clas-
sifier.    

Another important parameter depends on the number of instances in the selected 
training sample. According to the size minimization task, in order to calculate the 
weighting characteristics of each base classifier it is possible to combine the charac-



teristics of classification accuracy within the local test sample and the share of in-
stances reduced from the initial training sample: 

rEw )1(  ,                        (8) 

where  1...0  is a coefficient indicating the degree to which factors affect the value 

of the overall score, r  is a share of reduced instances SSr b , since the local test 

sample is formed from instances not included in the local training sample. 
The relative accuracy of classification (7) gives an objective assessment of the 

classifier provided it is sufficiently balanced by classes the test sample. If the test 
sample has an imbalance of classes, for example, a minority class is 1% of the sam-
ple, it is possible that a classifier that incorrectly classified all minority instances and 
correctly classified the majority class will have abnormally high relative accuracy 
(E = 99%). Selection of instances, when constructing a bagging-ensemble, is carried 
out randomly, so it is impossible to guarantee the balancing of training and test local 
samples. Stratified instances selection for the local training sample can be one solu-
tion to the problem, but if the initial sample is imbalanced by classes, the local test 
sample will also have class imbalances. Therefore, for imbalanced samples, an as-
sessment based on a confusion matrix may be more appropriate [50]. The confusion 
matrix is a way of grouping the instances depending on the combination of the true 
answer and the classifier's answer and allows to get a set of different metrics. In case 
of binary classification, instances can be divided into four categories (Table 1). 

Table 1. – Confusion matrix 

 1y  0y  
1)( xb  True Positive (TP) False Positive (FP) 

0)( xb  False negative (FN) True Negative (TN) 

 
The instances of the class of greater interest are called positive instances and an-

other class is called negative. When dealing with imbalanced data, the minority class 
is usually presented as positive. Using the confusion matrix, it is possible to obtain 
precision and recall metrics. The precision: 

 FPTPTPP  ,                                              (9) 

where TP is the correctly classified positive instances, FP is a incorrectly classified 
positive instances, shows the share of correctly predicted positive instances. The re-
call: 

 FNTPTPR  ,                                             (10) 

where FN is the incorrectly classified negative instances, shows the share of correctly 
predicted positive instances of all predicted instances as positive instances. Obvi-
ously, the higher the values of these metrics, then the classifier is better. However, it 
is impossible in practice to reach the maximum values of precision and recall simulta-



neously, so it is necessary to choose which characteristic is more important for a par-
ticular task, or to search for balance between these values. The harmonic mean of the 
precision and recall (F-measure) allows combining these parameters [51]: 

 RPPRF  2 .                             (11) 

4 Materials and methods 

To select the most relevant instances of a training sample using an ensemble of classi-
fiers based on a bagging model, you need to solve the problem of binary classification 
for each instance of the training sample. In addition, each instance will be assigned to 
the selected class of instances, or to the class of instances that are not meeting the 
selection condition. 

The classification of instances from the initial sample is based on the voting results 
of base classifiers. The base classifier is a model trained on the marked sample, in 
which the value of the output feature )(xy  for each instance is known. To synthesize 

the base classifier of a bagging ensemble, a random subset of instances is selected 
from the initial sample by the bootstrap method. The resulting local sample is used to 
train the base classifier. The nearest neighbor kNN method with one nearest neighbor 
and Manhattan distance metric was chosen as training method [52]. This choice is 
conditioned by the necessity of obtaining less stable classifiers and increasing the rate 
of synthesis of a large number of base classifiers. This model uses a passive learning 
strategy, in which there is no learning phase of the classifier, instead, the learning 
sample is stored in memory, which is used to classify new data. The main advantage 
of this model is the ability to use new data without retraining, simply adding new 
significant instances to the sample. However, in such a model, large size training 
samples will require significant memory resources for storage. Using a basic boot-
strap method for building an ensemble of classifiers implies retrieving subsamples of 
the same size as the initial sample. Thus, each ensemble classifier must store almost 
the entire training sample in memory. Since this research is aimed at reducing the size 
of large training samples, extraction of random subsamples was performed by random 
selection with return, but in contrast to bootstrap, the length of the subsamples was 
randomly determined in a predefined range. When creating each classifier, the unse-
lected instances were used as a local test sample for the particular classifier estimate. 
The weighting parameter w  of each base classifier was obtained using the following 
equation (8). 

The primary aim of the study was to select the most representative data from the 
training sample, so the task of the selection method is to investigate each instance of 
the sample and assess its relevance. Random selection methods do not guarantee the 
examination of each instance, so at the preliminary stage of creating an ensemble it is 
proposed to divide the initial sample into some number approximately equal in size 
subsamples and then to classify each subsample using ensembles built on the remain-
ing training subset. With this approach, it is possible to ensure that every instance of 
the initial training sample is examined. The number of subsamples can take the value 



1M , increasing the number of subsamples will lead to more stable and accurate 
results, but on the other hand will increase the computational complexity of the model 
and the processing time.  

Formally, the proposed instance selection method can be presented as follows:  

1. Set the initial training sample yxX , , initialize the resulting sample 

 yxX , . Set the number of subsamples 1M . Set the number of base 

classifiers T . Set the value of the coefficient  1...0 . Set the threshold 

 1...0 , instance selection in a new training sample.  
2. Split the initial sample X  into M  subsamples of approximately equal size: 

  MmyxXX mmm ...1,,  .                                    (12) 

3. Set the number of subsamples 1m . 
4. Set the number of base classifiers 1t . 
5. Using a method of simple random selection with return, take a local training sam-

ple X  from the subsample mXX \ . To define as a local test sample X  the set 
of instances not selected in the sample X . 

6. Train the base classifier using the local training sample )(  Xfitb . 

7. Calculate the harmonic mean value F (11) for the current base classifier. If 
5.0F , go to step 5. 

8. Calculate the weight characteristic of the current base classifier w  (8). 
9. Classify the subsample mX  and calculate the weight of each instance, taking into 

account the weight characteristic of the base classifier : 
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10. Set 1 tt . If Tt  , go to step 5.  
11. For each instance of a subsample, calculate the value of the meta-estimator: 
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12. Set 1 mm . If Mm  , go to step 4. 
13. Merge M  vectors of meta-estimators and normalize the values to a unit segment: 
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14. Form a new training sample: 
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5 Experiments and Results 

To obtain a summary evaluation of the method, the experiments were conducted on 
two different samples, which differed in the number of instances, features and classes 
(Table 2). To evaluate the obtained training samples, at the first stage of the experi-
ment, the initial data set 0X  was divided by the stratification method [53] into train-
ing X  and validation VX  samples in a ratio of 75/25. The training sample obtained 
by stratification method was later considered as the initial sample. Classifiers were 
built on the basis of the initial and the resulting samples and tested with the validation 
sample. Then values of relative accuracy of classification and number of instances of 
samples were compared. The nearest neighbor method with the Euclidean distance 
metric was used as a method of classifying the recognition model. The resulting sam-
ple was formed using an ensemble of base classifiers. All base classifiers used the 
nearest neighbor method with one neighbor and Manhattan distance metric. Using the 
Manhattan distance metric reduced the stability of the base classifiers and computa-
tional complexity. A variety of base classifiers was achieved through the use of sim-
ple random selection with return when forming a local training sample of each base 
classifier. 

Table 2. - Experimental data sets 

Dataset 0S  S VS  N K 
Pulsars Recognition (Pulsar) 
[54] 

17 898 13 424 4 474 8 2 

Sample Classification (Banana) 
[55] 

5 300 3 975 1 325 2 2 

 
To guarantee the evaluation of each instance, the training sample was randomly di-

vided into two subsamples with approximately equal numbers of instances. An en-
semble of base classifiers was built upon each such subsample. Figure 1 shows the 
scheme of work of the instance selection method based on an ensemble of classifiers. 

The number of basic classifiers varied in the interval ]200...1[T . The instance 

selection for the local training sample of each base classifier was performed by simple 
random selection with return. The local sample size was determined randomly in the 
range of  %100%...1  of the initial subsample size. For the base classifier the F-
measure value F was calculated using the local test sample, consisting of instances 
not included in the local training sample. Moreover, if the F-measure value F of the 
base classifier was less than 50%, the synthesis procedure for this classifier was re-
peated. Then the weight of each base classifier was calculated according to the equa-
tion (8) with parameter 75,0 . The second subsample was classified by each base 

classifier according to its weight. Thus, a vector of weights corresponding to all the 
base classifiers was formed for each instance of the initial sample. The resulting train-
ing sample X   was formed from the instances having the maximum total weight. 



 

Fig. 1. ‒ Scheme of work of the instance selection method based on an ensemble of classifiers 

At the next stage of the study, classification of the validation sample VX  by the 
method of the nearest neighbor with one nearest neighbor and the Euclidean distance 
metric was performed. The initial sample X  and the resulting sample X   were used 
as training samples. The relative accuracy of the models was calculated according to 
the equation (7). Using the obtained data, the dependencies of relative accuracy and 
sample length on the number of base classifiers were plotted (Fig. 2-5). 
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Fig. 2. ‒ Dependence of model accuracy on the number of base classifiers for the Pulsar dataset 
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Fig. 3. ‒ Dependence the number of instances on the number of base classifiers for the Pulsar 
dataset 
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Fig. 4. ‒ Dependence of model accuracy on the number of base classifiers for the Banana 
dataset 
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Fig. 5. ‒ Dependence the number of instances on the number of base classifiers for the Banana 
dataset 



For clarity, the figures showed the local areas within the critical values of model 
accuracy, at which the accuracy of classification of the resulting sample became less 
than the accuracy of the initial training sample. Thus, it was possible to estimate the 
critical number of instances of the resulting sample, below which the relative accu-
racy of the model based on the resulting sample became lower than the relative accu-
racy of the initial sample model. 

6 Discussion 

The proposed method showed high efficiency on all investigated datasets. All models 
on the basis of obtained training samples had relative accuracy higher than models 
with initial samples. At the same time, the size of the obtained samples was less than 
two times than the initial samples, even with a minimum number of classifiers. The 
increase in the number of base classifiers led to a decrease in the size of the resulting 
sample and a decrease in the relative accuracy of the model. Such results are due to 
the fact that with the increase in the number of base classifiers decreased the number 
of instances, the total weight of which reached the value of a given threshold, and 
probably removed significant instances, which reduced the effectiveness of the model. 
Despite the disadvantages of the proposed method, in practical application there is a 
range of the number of classifiers, in which the relative accuracy of the method will 
be higher, the classifier based on the initial sample. Also, the proposed method of 
instance selection requires a quite large number of initial parameters. Therefore, there 
is a need to create a method capable of independently estimating the initial parameters 
of the model. For this purpose, it is necessary to develop mechanisms of model 
evaluation and determination of the initial parameters of the method.   

7 Conclusions 

The task of reducing marked data samples of large size for building diagnostic and 
recognizing models by precedents is considered. The results of the experiments have 
shown the efficiency of the proposed method on all investigated samples.  

The scientific novelty of the obtained results is that a new method has been cre-
ated, reducing the size of the marked samples, saving the most significant instances 
and removing the less informative ones. Thus, the proposed method allows to solve 
the data reduction problem, increasing the efficiency of the training sample, by re-
moving irrelevant and redundant instances.  

The practical significance of the results obtained is that the software implementing 
the proposed method has been developed. The given software has been experimen-
tally investigated at the decision of problems reduction of synthetic and real world 
data. The conducted experiments have confirmed working capacity of the developed 
software. The results of the performed experiments allow recommending the use of 
the developed method and its software for solving the problems of technical diagnos-
tics. 



Further research in the field of reducing training samples by building ensembles of 
classifiers can be conducted in the following directions: 

─ development of adaptive ensembles of classifiers with a minimum number of ini-
tial parameters; 

─ using ensembles of classifiers different types; 
─ the use of different approaches to the formation of local samples for base classifi-

ers, to create balanced data sets; 
─ search for optimal classification methods for the synthesis a base classifiers; 
─ implementation of the proposed method for multiprocessor systems operating in 

parallel modes.  
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