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Abstract. This paper outlines an approach towards socio-technical design of ex-
plicative systems enabling transparent, interpretable and explainable analytics.
We sketch the TIE approach for the socio-technical explicative system design
and discuss its fundamental principles and perspectives. Furthermore, we exem-
plify the application of the proposed approach in social interaction contexts.
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1 Introduction

The analysis of social interactions, e. g., in AI systems and affective computing con-
texts, has emerged as a prominent research direction in order to investigate, for example,
their structure, dynamics and predictability. Social (human) interactions, e. g., including
group interactions as well as connections mediated via sensors can then be modeled in
social interaction networks, e. g., [1–3], also towards intelligent systems providing ana-
lytics capabilities in complex domains, e. g., [4–7]. Examples of such networked system
contexts include interactions through social media, co-authorships between researchers
and connections of smart devices [7]. Moreover, with the emergence of Affective Com-
puting, the Internet of Things and the involved ubiquitous devices, we have access to
multi-modal social interaction datasets which can be modeled as networks.

However, typically standard methods for analysis neglect important aspects relating
to transparency, interpretability and explainability – which is necessary for comprehen-
sive human computing – targeting and enabling the human-in-the-loop. In particular,
appropriate approaches and methods require transparency on models and results, their
interpretability, and appropriate explanation-aware techniques e.g. for increasing the
acceptance of the patterns and their evaluation [8–10].

This paper outlines first perspectives on designing computational methods taking
into account cognitive, human–machine and computational requirements in an inte-
grated way: We outline and discuss imporant concepts of transparent, interpretable and
explainable analytics of social interactions, e. g., referring to [8,9,11–15]. Furthermore,
we sketch an approach for the socio-technical design of explicative systems enabling
transparent, interpretable and explainable analytics of social interactions.
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2 Related Work

In the following, we briefly discuss related work concerning computational systems
enabling transparent, interpretable and explainable analytics, before we turn to related
socio-technical design approaches.

2.1 Transparent, Interpretable and Explainable Analytics

Recently, the concept of transparent and explainable models has gained a strong focus
and momentum in the machine learning and data mining community, e. g., [16–18].
In particular in the scope of black box methods, further explanation and interpretation
are required to enable domain experts and users to understand, trust, and transform
the novel and useful model into a real-world application [19, 20]. This is in particular
relevant in human-machine systems, which are prominent in the fields of affective com-
puting, human computing, and social computing. Explicative analytics, as introduced
by [9], is a comprehensive paradigm for interpretable, transparent and explainable data
analytics, i. e., machine learning and data mining. It aims to describe and explain the
underlying structure of the data, by using explanation-aware methods. Similar to the
philosopical process of explication cf. [21,22] which aims to make the implicit explicit,
explicative analytics aims to model, describe and explain the underlying structures.

Exemplary approaches focus on specific models, e. g., tree-based [23] or pattern-
based approaches [24]. Here, also, methods for associative classification, e. g., class
association rules [25] can be applied for obtaining explicative, i. e., transparent, inter-
pretable, and explainable classification models [9]. Then, individual steps of a clas-
sification (i. e., a decision can be traced-back to the model, similar to reconstructive
explanations, cf. [26] on several explanation dimensions [16]. For model agnostic ex-
planation, e. g., [27], general directions are given by methods considering counterfactual
explanation, e. g., [28, 29], data perturbation and randomization techniques as well as
interaction analysis methods, e. g., [30].

For the analysis of social interactions, we need to consider further perspectives con-
cerning the multi-relational nature and complexity of the respective data and informa-
tion: Traditional approaches for community detection, for example, aim at partitioning
the social network graph. The richer available data in complex networks, i.e. additional
information of each user, e. g., regarding demographics, interests, help us develop min-
ing methods which can take advantage them and detect interesting communities, associ-
ated with interesting and interpretable descriptions in terms of user information [31]. In
case of the link prediction, the prediction of the topological evolution of a network over
time is concerned, for which topological as well as user information can be utilized.

Furthermore, previous work focused on finding a “perfect” set of features capa-
ble of predicting the formation of a link, most of the times with a “black box” type
of approach. However, grouping the features on their topological scope [32] leads to
a efficient and explainable set of features, capturing the essential network properties.
Another exemplary major social network analysis application is the development of
recommendation systems [33, 34]. Explainable recommendation methods that not only
predict a numerical rating for a recommended item, but also generate explanations for
the users’ preferences, improve effectiveness, transparency, and user trust [33–35].



2.2 Socio-Technical Design Methods

Transparency and explainability are crucial for human-machine computational systems,
e. g., in the fields of affective computing, human computing, social computing etc. There
are different complementing perspectives providing important aspects. For example, the
respectively applied intelligent and pervasive systems that are being used at a human
and societal level need to be transparent and to be able to explain their decisions to the
respective stakeholders and actors. In addition, by exploiting such explicative capabil-
ities, then the provided interpretability and explainability will also enhance trust in the
system at the level of the users, and due to that improve the quality and performance
of human-machine systems. In the design and development of such systems, therefore
both the computational as well as the explicative requirements need to be taken into
account. Then, functional as well as normative requirements come into play.

One prominent method for matching normative (e. g., legal) requirements with tech-
nical requirements and specific implementation options, is the KORA method [36,
37]. It has been applied in several contexts, e. g., in an integrated approach for socio-
technical design and development of ubiquitous computing applications [6,38,39], e. g.,
in the context of designing a ubiquitous and social conference guidance system [40].
The basic KORA method aims at acquiring technical implementations based on legal re-
quirements. It is built on a four step process model, starting with legal requirements that
are mapped to legal criteria which are then matched with functional requirements. The
legal requirements are typically derived from application specific legal provisions, e. g.,
given by the European Union’s new General Data Protection Regulation (GDPR), which
also enforces a “right to explanation” (regarding specific algorithmic decisions) [41].
These legal provisions are then made more concrete in the second step, also including
technical functions as well as legal and social aspects, formalized in specific criteria.
These criteria are then mapped to functional requirements in the third step, e. g., sup-
ported by domain experts or based on utilizing design patterns. In the final fourth step,
these functional requirements then map to specific implementation choices. Relating
to common process models in software engineering, the first three steps basically aim
at requirements analysis, whereas the last step involves specific methods, patterns, and
techniques relating to the concrete instantiations and implementations.

A design method integrating several socio-technical components besides only le-
gal requirements is the VENUS approach [6, 42–45]: It is a design methodology that
supports the development of socially acceptable UC applications. Here, applications
should not only satisfy a given set of functional requirements but also comply to the
given set of user requirements – relating to concepts in human computing – i. e., those
given in terms of usability [46] and trust [47–49], also including legal regulations [50].
For a detailed discussion of the VENUS approach we refer to [6, 42, 44]. In contrast to
more general methods like, for example, design thinking [51, 52] or agile approaches
like SCRUM [53, 54], the VENUS approach targets more specific applications, i. e.,
ubiquitous computing. While agile methodologies can be implemented in the different
steps and phases, the major difference to those more general approaches is to focus on
integrating/combining/merging normative and functional requirements into account uti-
lizing core concepts of the KORA method. This is also the approach we are proposing
towards the design approach for explicative systems sketched in the next section.



3 Towards Designing Explicative Analytics Systems

Most common data analysis methods on social interactions lack important aspects,
i. e., interpretability, transparency and explainability in order to be explicative towards
its users. Especially considering complicated black-box models this becomes relevant,
e. g., when providing recommendations. Here, intransparent methods and models make
it more difficult to spot mistakes and can lead to biased decisions; in general, they
stretch the trust humans have (and should rightfully have) in the respective predictions.
This is in particular relevant for the domain of affective, human and social computing,
where the interactions between human and machine are fundamental. Below, we first
introduce the general approach, before we exemplify its application in social interaction
contexts, specifically targeting explicative link prediction.

3.1 TIE Approach for Designing Explicative Analytics Systems

Explicative analytics targets interpretable (and transparent) models utilizing exploratory
and explanation-aware methods. These can be constructed and inspected on different
layers and levels. Then, such methods can be mapped to technical specifications accord-
ing to the given criteria – corresponding to components of transparency, interpretabil-
ity and explainability, e. g., using the core KORA method. We adapt this idea in the
TIE approach. – for the development of computational sytems enabling transparent, in-
terpretable and explainable analysis of social interactions. The TIE approach is based on
the VENUS approach – specializing it towards components in the scope of transparency,
interpretability and explainability. At its core, the TIE approach features an iterative de-
velopment process: It consists of context analysis, (conceptual) requirements analysis,
method design and implementation, and finally method evaluation. The process starts
with a method application scenario – in the scope of analyzing social interactions. This
scenario is used to elicit requirements in the analysis – for designing the respective
analytics method(s). These requirements are derived from concepts in transparency, in-
terpretability, and explainability of the involved analytics method. In order to construct
a comprehensive method integrating those, they are merged into a concept design of the
respective method. In the next phase, the method is designed and implemented. Finally,
the developed method is evaluated, yielding results, and specifically recommendations
for improvement. Based on the obtained results, a new iteration cycle of the TIE devel-
opment process can then be initiated taking the results/recommendations into account
for refining the design concepts.

Considering that, it is important to note that, as is known from requirements en-
gineering, if we consider the antecedents of a given latent construct - such as the di-
mensions of transparency - then, this can be interpreted as a under-specified functional
requirement [33]. Thus, when these requirements are considered during system design,
they need to be translated into functional requirements. As outlined above, the TIE
approach features a process model for turning such requirements into the implemen-
tation. Then, for example, normative requirements from law or ethics can be handled
in an integrated manner. Below, we describe some examples of that transformation and
implementation.



3.2 Explicative Link Prediction

As a prominent example in the context of analyzing of social interactions, we can con-
sider the method of link prediction, to be implemented in an explicative system. Then, as
a general requirement, every decision of the system (regarding link prediction) should
be traceable. As a concrete instantiation, this requires that link predictions should be
explained (i. e., justified). Then, in the concept design of the according method, we
can then rely on established principles in explanation-aware computing. For creating
explanations, for example, we refer to the model introduced by Roth-Berghofer and
Richter [15]. In a general explanation scenario we have three main participants [15]:
the user who is corresponding with the software system via its user interface, the orig-
inator, i.e., the tool that provides the functionality with which the user wants to solve a
task, and the explainer. For constructing the explanations, the explainer can then utilize
the structures implemented in the model used for representing the social interactions in
the targeted domain. In our case, we utilize the available network and link structures in
order to enable reconstructive explanations [26]. As a concrete implementation of that
method, we can resort to knowledge-based techniques enabling traceable link predic-
tion. Using Answer Set Programming (ASP) [55], for example, such prediction can be
implemented [56], and according explanations can then be generated [57] accordingly.

4 Conclusions

Transparency, interpretability and explainability are key features for developing web
systems that comply to requirements from, e. g., cognitive, human–machine and human
(computational) perspectives. Currently, the work in these areas is only yet starting,
however in the light of large-scale (social) effects of the developed methods, appropriate
methods supporting to take the above mentioned requirements into account are crucial.

This paper sketched an approach for the development of explicative systems en-
abling transparent, interpretable and explainable analytics of social interactions. We
outlined the process and its components. In a social system with several methods for
analyzing social interactions, for example, explicative analytics methods are crucial in
order to incorporate user requirements, i. e., enabling transparency, interpretability and
explainability – e. g., for fostering trust in the system.

Refining our initial perspectives, we aim to apply the proposed approach in the con-
text of a set of methods and systems in the context of artificial intelligence and affective
computing. Furthermore, for future work, we aim to further refine the TIE approach,
e. g., by abstracting the given requirements into specific design patterns, and thus work-
ing towards providing refined recommendations during the development process. Im-
portant classes of patterns, for example, consider the complexity of the explanations,
customized explanation and transparency levels as well as specific ethical requirements,
e. g., [35, 58, 59]. Furthermore, we aim to apply the process in different domains, e. g.,
also towards business and industrial systems capturing a variety of interactions to be
analyzed in complex artificial intelligence systems.
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