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Abstract. Process mining aims at obtaining insights into business pro-
cesses by analyzing event data recorded in information systems. Many
of current process mining algorithms have difficulties dealing with real
event data because of two main reasons. Sometimes noisy and infrequent
behavior in event data leads to having complex and incomprehensible
results. Furthermore, some process mining algorithms are inapplicable
for large event data using normal hardware. In this research, we aim to
provide some general preprocessing approaches to deal with the above
problems. Using these approaches, we aim to decrease the size and com-
plexity of event data and consequently improve the performance of many
process mining algorithms when holding similar results. Some of these
approaches are also able to improve the quality of some process mining
results. We also discuss some of the challenges of this research.

Keywords: Process Mining · Preprocessing · Event Log Preprocessing
· Quality Improvement · Performance Improvement.

1 Introduction

Process Mining aims to bridge the gap between traditional data mining and busi-
ness process management analysis [1]. In this field of study, we extract knowledge
from event data, also referred to as event logs, readily available in most current
information systems. The main three sub-fields of process mining are 1) process
discovery, i.e, finding a descriptive model of the underlying process, 2) confor-
mance checking, i.e, monitoring and inspecting whether the execution of a pro-
cess in reality conforms to the corresponding designed (or discovered) reference
process model, and 3) enhancement, i.e, the improvement of a process model,
based on related event data [1]. In all of the mentioned sub-fields, event logs
are used as a starting point. An event log is a collection of events extracted in
the context of a process that indicates which activity has happened at a specific
time.

Many of the proposed algorithms in each of the above categories are perfectly
performing on synthetic event data; however, they are not useful or applicable
for real scenarios because of two main reasons. First, real event data usually
contains noise and/or infrequent behavior. Therefore, the statement ”garbage
in, garbage out”, i.e., referring to the fact that low-quality data leads to low
final quality knowledge [22] also applies to the field of process mining. For exam-
ple, various automated process discovery algorithms work perfectly on synthetic
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event data; but, dealing with real event data they usually return complex and in-
comprehensible process models concealing the correct and/or relevant behavior
of the underlying process. Using event log preprocessing, we are able to improve
the quality of process mining results [7]. Second, by increasing the size and vari-
ability of event logs in different information systems, many of process mining
algorithms, e.g., conformance checking and trace clustering, are no longer feasi-
ble using standard hardware in limited time. Therefore, similar to the general
data mining domain, we require some preprocessing steps to obtain event data
which leads to having process mining results faster.

In this research, we have the following research questions.

– Can we have process mining results with higher quality by preprocessing
event logs?

– Is it possible to improve the performance of process mining algorithms using
the preprocessed event logs?

– Do process mining results on preprocessed event logs are comparable with
the cases that we used original event logs?

Therefore, we aim to provide some general preprocessing approaches that
help a wide range of process mining algorithms. Using these approaches, we
are able to apply the currently developed process mining algorithms directly
on the preprocessed event data and it is not necessary to modify these algo-
rithms. Moreover, we expect that the preprocessing algorithms require as little
as possible business knowledge from the end-user. For example, to remove outlier
behavior in event data, we assume that the user does not know the underlying
process.

Note that, some process mining algorithms, e.g., conformance checking, are
able to provide the accurate results. So, it is expected that by using preprocessing
algorithms we can improve just their performances.

The remainder of this paper is structured as follows. Section 2 provides some
related work in the area of preprocessing in process mining. The research ap-
proach is explained in Section 3. In Section 4, we show the results of applying
some of the preprocessing methods. Thereafter, a couple of challenges that we
have in this research are given in Section 5. Finally, Section 6 concludes the
paper.

2 Related Work

A plethora of different process mining techniques exists, ranging from process
discovery to prediction. However, given the focus of this paper, we limit related
work to the field of preprocessing techniques in the process mining domain. We
refer to [17] for an overview of different preprocessing techniques in data mining.

[7] indicates many quality issues for event logs. In [23], the authors identify
some event log imperfection patterns that reduce the trustworthiness of process
mining results. Moreover, [25] outlines typical data quality problems in event
data and possible approaches to tackle them. however, to use most of these
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approaches, we need to have business knowledge of the underling process of the
event log.

Many process discovery algorithms, e.g., [20, 2], were designed to be able to
handle infrequent behavior in event data and improve the quality of discovered
process models. But, these filtering methods are tailored towards the internal
working of the corresponding algorithms and they are not able to be used for
general-purpose event log preprocessing. Besides, they typically focus on a spe-
cific type of behavior, e.g, incompleteness. There are some research has been
done to improve the quality of process discovery algorithms by preprocessing the
event log. [24] proposes to filter out chaotic activities to have process models
with higher quality. In [9], the authors propose to use an anomaly free automa-
ton to remove infrequent behavior. Furthermore, it is also recommended to filter
out process instances which contain infrequent behavior from event data using
probabilistic [11] and sequence mining [12] approaches. Moreover, in [13, 14], we
propose modifying infrequent behavior to more general ones in each process in-
stance instead of removing them. In all of these approaches, the improvement in
quality of discovered models is measured by F1-Measure, i.e., the combination
of precision and fitness [8]. In [10], a prototype selection approach based on a
clustering algorithm is used to improve F1-Measure and simplicity of discovered
process models. Moreover, [21] proposes to consider a sample of traces to make
it feasible to clustering traces of large real event logs.

There is also some research has been done to improve the performance of
process mining algorithms and providing an approximation of process mining re-
sults. In [5], the authors recommend a statistical trace-based sampling method to
decrease the discovery time and memory footprint. Furthermore, [6] recommends
a trace-based sampling method specifically for the Heuristic miner. Likewise, in
[15], we analyze random and biased sampling methods with which we are able
to adjust the size of the sampled data for process discovery. Moreover, some re-
search has been done to approximate the alignment value by preprocessing event
logs. [4] proposes to statistically sample the event log and applying the confor-
mance checking algorithm on the sampled data. In [16], we propose that if just a
part of behavior in an event log is used for conformance checking, we are able to
have a suitable approximation of it faster. There is also some research has been
done on using preprocessing methods that help us to have an approximation of
performance analysis [5].

3 Research Approach

As shown in Figure 1, We consider preprocessing methods a function (i.e., ρ)
that receives an event log (i.e., L) and returns a preprocessed event log (i.e., L’ ).
In this way, a process mining method (i.e., PM ) can be applied directly on the
preprocessed event log without need to modify it. Here, we consider that PM has
only one input (i.e., L), but in reality it may have more inputs. To evaluate the
efficiency of the preprocessing methods, we are able to consider the performance
of mining methods or quality of results. To compute performance improvement,
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Fig. 1. The methodology of using preprocessing methods in process mining.

we consider the time of PM on L and compare it with its computation time
on L’ plus preprocessing time. However, for some applications, we can ignore
the preprocessing time. Note that, we compute the quality of both M and M’
based on the original log. In general, with preprocessing methods, we reduce
the complexity of event data by preprocessing methods. The complexity of an
event log depends on many factors such as number of traces, number of unique
trace-variants, number of activities and average length of traces in it. Therefore,
the research goals of preprocessing functions that are presented in this research
are 1- improving the quality of M ′ compared to M respect to L 2- Reducing the
required time of PM on L′ when M ′ ∼M .

Figure 2 shows different preprocessing approaches that can be used to reduce
the complexity and size of event logs. To simplify the concept, we consider an
event log as tabular data that rows correspond to traces (or process instances)
and columns show the activities. Note that for each approach, it is possible to
have different preprocessing methods. The first approach that covers the major-
ity of preprocessing methods aims to select some rows and put them as they
are in the preprocessed event log. In other words, they focus on selecting some
process instances of the original event log and putting them in the preprocessed
event logs. Depends on the goal of preprocessing, some techniques try to not
select process instances with outlier behavior (e.g., [11, 12, 18] and some others
aim to select some representative process instances (e.g., [4, 15, 10, 16]).

Moreover, to improve the performance of process mining results (and some-
times their quality and at the same time) it is also possible to select some activ-
ities and project event logs on them (e.g., [24]). Note that many process mining
algorithms are performing linear on the number of process instances in the given
event log, but they perform exponential on the number of activities [19]. How-
ever, by removing activities, we sometimes add new behavior that does not exist
in the original event log. For example, by removing b from sub-sequence 〈a, b, c〉,
we implicitly say that there is a direct relation between a and c that does not
exist in the original sub-sequence.
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Fig. 2. Different event data preprocessing approaches.

Finally, it is also possible to merge unique process instances or activities
to more general ones. In this way, we reduce the complexity of event logs by
decreasing the uniqueness of behavior in it. We are able to apply this approach
on just unique trace-variants level, just activity level, and on both of them.

Let L ∈ B(A∗) be the original event log that is a multiset of sequence of
activities where A is the set of activities in this event log. We define that L′ =
ρ(L) is a preprocessing function where L′ ∈ B(A′∗) is the preprocessed event log.
For trace selection approach, we have L′ ⊆ L. Therefore, using this approach,
we do not add any new behavior to the event log. However, in activity selection
approach, we have L′ ∈ B(A′∗) where A′ ⊆ A. Moreover, for generalization
approach, it may exist some a′ ∈ A′ where a′ /∈ A and some traces σ′ ∈ L′

where σ′ /∈ L. It should be noted that a preprocessing method can provide a
hybrid approach that uses two or more of the mentioned approaches.

4 Current Results

In this section, we bring some results of current preprocessing functions consid-
ering the defined research goals. For details of the experiments, please see the
corresponding reference. Note that all the event logs that are used for these ex-
periments are real event logs which belong to different fields, from health-care
to insurance1. Table 1 shows how by providing different preprocessing functions
we are able to improve results of process discovery algorithms. In this table,

1 The event logs are accessible from https://data.4tu.nl/repository/collection:event logs.
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Nothing Sampling
Log Fitness Precision F1-measure Model Size Cardoso Fitness Precision F1-measure Model Size Cardoso
BPIC-2012 1.00 0.12 0.21 27.75×35.75×515 224 0.88 0.24 0.37 24.7×170.4×27.7 133
BPIC-2018-Dept. 1.00 0.83 0.90 9×9×37.5 15 1.00 0.96 0.98 7.9×25.1×7.4 10
BPIC-2018-Insp. 1.00 0.13 0.23 19×26.25×311 150 0.96 0.37 0.51 17.0×54×21.8 90
BPIC-2018-Ref. 1.00 0.91 0.95 9.5×11×36 18 1.00 0.93 0.96 8.4×18.7×8.5 12
BPIC-2019 1.00 0.36 0.53 43.5×46×1242.25 367 0.98 0.60 0.73 32.8×86.5×37.4 325
Hospital 1.00 0.39 0.57 20.75×23.5×410.5 111 0.98 0.59 0.72 17.3×81.9×16.8 66
Road 1.00 0.53 0.69 15×17.25×134.5 67 0.91 0.80 0.84 13.5×57.8×13.7 36
Sepsis 1.00 0.20 0.34 20×30.25×389.5 195 0.94 0.39 0.53 16.7×118.7×19.5 76

Statistical Prototype Selection
Log Fitness Precision F1-measure Model Size Cardoso Fitness Precision F1-measure Model Size Cardoso
BPIC-2012 1.00 0.12 0.22 27.7×36.1×572.9 232 0.75 0.74 0.65 24×26×170.4 81
BPIC-2018-Dept. 1.00 0.98 0.99 8.9×8×32.3 12 1.00 0.91 0.95 7.8×7.9×25.1 12
BPIC-2018-Insp. 1.00 0.16 0.28 18.9×24.6×286.7 125 0.88 0.64 0.68 13×14×54 0.1
BPIC-2018-Ref. 1.00 0.88 0.94 9.1×9.3×32.3 15 0.96 0.95 0.95 7.8×7.8×18.7 9
BPIC-2019 1.00 0.52 0.68 42.3×52.9×1350.9 471 0.89 0.84 0.82 13×15.5×86.5 19
Hospital 1.00 0.44 0.61 20.7×22×381.1 109 0.87 0.86 0.84 14×12.45×81.9 30
Road 1.00 0.61 0.76 15×15.7×100 47 0.86 0.89 0.85 12.95×12.2×57.8 28
Sepsis 1.00 0.22 0.35 20×30.6×456 206 0.81 0.68 0.65 15.8×18.6×118.7 52

Table 1. Average values of process model quality criteria measures per preprocessing
method for different event logs and process models [10]. Cardoso and Mode Size measure
the complexity of process model that the later one indicates the number of transitions,
places, and arcs in a Petri net.

Nothing refers to not using any preprocessing algorithm (i.e., our baseline). On
the other hand, Sampling [15], Statistical [5], and Prototype Selection [10] are
different preprocessing functions that all of them work based on the trace se-
lection approach. To compute fitness and precision, the original event logs are
used. It is shown that using preprocessing methods leads to improve the quality
of discovered process models. This goal is usually achieved by scarifying a little
in fitness and increasing a lot in precision.

In Figure 3, we show that how by applying different sampling process meth-
ods, we are able to improve the performance of process discovery algorithms.
The red dotted line shows the case that no preprocessing method is used. The y-
axis indicates how many times the process discovery algorithms are faster using
different preprocessing methods. Here, we consider some different instance selec-
tion methods (i.e., [15, 5]). Results indicate that by applying these preprocessing
methods we can improve the performance of process discovery algorithms. In
Table 1 and in the cited papers in more detail, it is shown those process models
that are discovered using some of these preprocessing methods have a higher
quality compared to the case that the original event logs are used.

Using preprocessing is not limited to just process discovery algorithms. In
Figure 4, it is shown how by using different preprocessing methods we can im-
prove the performance of conformance checking. The red dotted line indicates
the required time for the normal conformance checking method. Moreover, the
y-axis shows how much faster the alignment value is computed using the pre-
processing methods. It is indicated in [16] that most of the proposed methods
are able to provide accurate conformance approximation values for these event
logs.
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Fig. 3. Improvement in performance of process discovery using instance selection meth-
ods that are proposed in [15].

5 Challenges

There are the following main challenges in front of this research.

– How to measure the quality of process mining results in a quantifiable way?
For instance, much of the research uses F-Measure (i.e., the combination of
fitness and precision) to compare different process models. We think that us-
ing this measure is not accurate enough, specifically because it contains the
precision metric. For example, the split miner [2] usually returns a process
model with high F-Measure, but with also a high complexity [3]. Moreover,
for some other process mining results, the comparison is even more chal-
lenging because there is no specific measure for them. As an example, it is
challenging to compare performance analysis results that are gained by dif-
ferent prepossessing methods. It is also challenging to measure the accuracy
of some approximated process mining results.

– Finding the best preprocessing parameters setting. Most of preprocessing
methods have some parameters that by changing them we will have differ-
ent results. The best setting of preprocessing parameters is various when we
deal with different event logs. Moreover, sometimes there is a trade-off be-
tween performance improvement and the quality of process mining results.
Consequently, adjusting these parameters is difficult and sometimes needs
to be done using a trial and error method. Therefore, it is worth to at least
reduce the range of parameters’ values based on the characteristics of the
given event log.
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Fig. 4. Improvement in performance of conformance checking computation with con-
sideration of preprocessing time for different preprocessing methods [16].

6 Conclusion

In this work, we explain that many process mining algorithms have difficulties
dealing with real large/noisy event data. To tackle these problems, we aim to
provide some preprocessing functions that reduce the complexity of event logs.
At the same time, the results of process mining algorithms on the preprocessed
event logs should be close to the original ones. We discuss some related work
in this area and provide three general approaches to preprocess event logs. Our
preliminary results show that the trace selection approach is able to improve the
performance/quality of process mining results. We plan to develop new event log
preprocessing methods that work based on activity selection and generalization
approaches.
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