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ABSTRACT
The use of conversational agents within the aerospace industry of-
fers quick and concise answers to complex situations. The aerospace
domain is characterized by products and systems that are built
over decades of engineering to reach high levels of performance
within complex environments. Current development in conversa-
tional agents can leverage the latest retrieval and language model
to refine the system’s question-answering capabilities. However,
evaluating the added-value of such a system in the context of indus-
trial applications such as pilots in a cockpit is complex. This paper
describes how a conversational agent is implemented and evalu-
ated, with particular references to how state-of-the-art technologies
can be adapted to the domain specificity. Preliminary findings of
a controlled user experiment suggest that user perception of the
usefulness of the system in completing the search task and the
system’s responses to the relevance of the topic are good predictors
of user search performance. User satisfaction with the system’s
responses may not be a good predictor of user search performance.

CCS CONCEPTS
• Human-centered computing → Laboratory experiments;
Natural language interfaces; • Information systems → Search
interfaces.

KEYWORDS
Enterprise search; Conversational search; Aerospace industry; Con-
versational agent; Question answering; Evaluation protocol

1 INTRODUCTION
The aerospace industry relies on massive collections of documents
covering system descriptions, manuals or procedures. Most of these
are subjected to dedicated regulation and/or have to be used in
the context of safety of life scenarios such as cockpit procedures
for pilots. A user looking for specific information in response to a
given situation in this large corpus is often seen spending a signifi-
cant amount of precious time navigating through the documents.
Even experienced pilots who are familiar with the structure of the
documents can sometimes have difficulties in finding known items
in a constrained time.

The dedicated structure of the information helps to quickly target
a specific piece of information. The search system helps in any
∗Also with The Australian National University.
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other case. However, they come with their limitations. Most of
the time, it is the user’s responsibility to adapt their search needs
using specific keywords and/or syntax, known as the difficulty of
articulating information needs [30, 51]. For simple queries that have
a ready-made answer in the document, this is not always a difficult
problem. However, for the understanding of complex procedures
or troubleshooting system errors, it can lead to multiple queries
and thus a cumbersome experience for the user.

Various types of systems are associated with conversational
agents. A recent survey of different types of dialogue systems has
identified three main types: task-oriented dialogue system, conver-
sational agents, and interactive question-answering [14]. From the
perspectives of human-computer interaction (HCI), user experience
(UX), and information retrieval (IR), issues associated with the voice-
based user interface, such as recognition error, user experience, and
voice queries have gained traction recently [20, 32, 33].

In this study, our “Smart Librarian” (SL) mixed a task-oriented
dialogue system with a conversational agent and an interactive
question-answering component (with/without a voice-based in-
terface). Specifically, the assistant is envisioned as a task-oriented
system in a restricted domain, with mixed system/user initiatives
and a multimodal interface to support situation awareness in a cock-
pit. Therefore, the evaluation objective is to assess the benefit of
smart search and conversational search for cockpit documentation.

One of the primary objectives of conversational search systems is
to enable the provision of information services in interactive styles,
similar to human-human interactions in information-seeking con-
versations. User interfaces for conversational search systems ideally
are similar to natural dialogue interactions [21] in which user’s
questions can be clarified during conversations. This thread of
research has received much attention from the research commu-
nities of natural language processing, information retrieval, and
human-computer interaction, just to name a few [2, 31, 34, 55].

This paper describes how a conversational agent is implemented
and evaluated, with particular references to how state-of-the-art
technologies can be adapted to the domain specificity in aerospace.
We propose a user-centered approach to the design and evaluation
of conversational search user interfaces (SUIs), termed Smart Li-
brarian, to support the pilot in cockpits. The skills of assistants
are intended to translate into the requirements of conversational
search systems to support the tasks performed by the pilot. Our
preliminary findings suggest that there were significant interac-
tion effects between the task difficulty and the types of system; the
Smart Librarian system performed well for difficult search tasks.
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Future directions for research and development of conversational
agents are suggested.

2 RELATEDWORK
2.1 Aviation Cockpits and Controls
In the aviation cockpits and controls environment, research has
focused on the consideration of cognitive strategies and cognitive
processing in a stressful environment for the design of automated
support systems. For example, the role of cognitive processes inher-
ent in the tasks and specific considerations of cognitive strategies
adopted by the pilots for the design of automated support systems,
i.e., automated cockpit have been emphasized [10]. In a study of
how procedures such as Quick Reference Handbook (QRH) are
used in a cockpit for emergencies, the results showed that “pilots
employed strategies that interleaved a range of resources, often
consulting fragments of the QRH checklists rather than following
them from start to finish” [10, p. 147].

From the perspectives of human-computer interaction (HCI), an
observational and interview study of cockpit activities for tangible
design noted that “Pilots mention the value of having tools sepa-
rated from the aircraft systems. Speaking about the physical QRH
(Quick Reference Handbook), that you can hold in your hands, a
pilot valued it in case of degraded contexts, when there is no longer
control available.” [27, p. 663]. And the usability of an information
visualization system in flight to improve aviation safety has been
evaluated in a flight simulator setting [3].

Overall, these studies suggest that systems designed for aviation
cockpits and controls need to consider the issues regarding the role
of cognitive processes inherent in tasks and cognitive strategies
employed by pilots. The role of context in designing user interfaces
and usability is also emphasized.

2.2 Information Seeking Conversation
Informed by theories of human-human communication and linguis-
tics, IIR (interactive information retrieval) research has attempted
to identify the purposes and communicative functions of elicita-
tions (i.e., questions to request information) in information seeking
conversations. User’s elicitation behavior was found to be affected
by individual differences, such as status, age, and experience, and
interacted with situational variables, such as interaction time and
the number of utterances [52]. Further studies have developed the
concept of elicitation styles, characterized by linguistic forms, ut-
terance purposes, and communicative functions, with particular
references to user satisfaction [53, 54]. However, these findings have
not been directly applied to the design of conversational search
systems.

Recent studies have focused on developing system design guide-
lines from user studies. For example, in a study that observes peo-
ple’s interactions in a laboratory setting, researchers have com-
pared human-human interactions and models of well-established
search models to inform the design of spoken conversational search
system [44]. And the system requirements for intelligent conver-
sational assistants for improving user experience have been ex-
plored [50].

Following the paradigm of computers as social actors, a taxon-
omy of social cues of conversational agents based on interpersonal

communication theories was built [18]. Using ethnomethodology
and conversational analysis, the role of conversational interfaces
in everyday life revealed the voice user interface design implica-
tions for the request and response design in embedded social in-
teractions [35]. Together with IIR research, this thread of research
contributes to our current discussions regarding the theories that
can be borrowed from other disciplines and/or re-conceptualized
to design conversational search systems.

2.3 Conversational Search System
System requirements for conversational search systems were de-
fined as “a system for retrieving information that permits a mixed-
initiative back and forth between a user and agent, where the
agent’s actions are chosen in response to a model of current user
needs within the current conversation, using both short- and long-
term knowledge of the user” [37, p. 160]. An evaluation framework
for conversational agents in the aerospace domain was proposed [4].
The research was conducted to identify the conversational styles for
building computational models at scale for speech-based conversa-
tional agents [43]. These studies suggest the existing methods used
to explore the conversational search systems from the perspectives
of system design.

From technical perspectives, research on conversational search
systems has focused on identifying user intent in information seek-
ing conversations, designing user interfaces for different modes of
interaction, and provision of clarification questions. For example,
structural features (i.e., the position of an utterance in a dialogue)
contribute themost to the identification of user intents, using neural
classifiers [36]. The generation of clarification questions from com-
munity question-answering websites formulated the tasks as noun
phrase ranking problems [9]. Neural models were used to generate
clarification questions by considering sequences of purposes of in-
teraction [1]. A formal model of information seeking dialogues that
consists of the query, request, feedback, and answer for identifying
the frequency of sequence patterns was proposed [48].

Overall, research and practice in conversational search systems
have received lots of attention recently, but the usefulness of these
systems has not been rigorously evaluated in the system design
process from user perspectives.

2.4 Evaluation of Conversational Search
System

A recent approach to the evaluation of conversational search sys-
tems, such as chatbots has intended to enhance user experience
and thus select user satisfaction as the main evaluation criterion for
success. For example, the Alexa Prize Socialbot Grand Challenge
was designed as research competitions to advance our understand-
ing of human interactions with socialbots, with the support of large
amounts of user data from Amazon.com. This evaluation approach
was derived from computer science research and AI perspective.

Within the NLP community, one of the key distinctions of evalua-
tion approaches is the intrinsic and extrinsic evaluation of machine
outputs [40]. The intrinsic evaluation focuses on the internal out-
puts from the system, whereas the extrinsic evaluation is concerned
with how the use of the system contributes to external outputs,

https://developer.amazon.com/alexaprize
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such as task completion. In the IR community, the evaluation efforts
have focused on the creation of test collection to compare system
performance, using appropriate evaluation metrics for different
types of question-answering tasks. In this study, we take a holistic
approach to understand user experience and user performance to
bridge the gap between system-centric evaluation (i.e., automatic
metrics) and human evaluation, using crowdsourcing platforms.

3 USER EXPERIMENT
3.1 Evaluation Objective
The alignment between system design requirements and evalua-
tion objectives is important for a user-centered approach to system
design and evaluation. Our evaluation objective is to determine
the relationship between the search tasks in the typical flight oper-
ation scenarios and the perceived usefulness of the system for task
completion.

3.2 Research Hypothesis
Research on user information seeking suggests that people’s levels
of domain expertise and experience, work roles, tasks, and pro-
cedures affect their information-seeking strategies and perceived
usefulness of information resources [17, 19, 22, 28]. In the context
of a safety-critical environment, information behavior research re-
veals that “Overly conditioned information behaviors, which would
correspondingly limit methodical information behaviors, can lead
crews to miss crucial steps in the process of projecting the future
state of the aircraft and suitably planning ahead” [49, p. 1567].
Therefore, our proposed research hypotheses are as follows:
H1. Types of search systems and user perceptions will affect user

search performance.
H2. Perceived search task difficulty and user perceptions will

affect user search performance.

3.3 Research Design
In this study, since we focus on the design and evaluation of conver-
sational search systems from user perspectives, we are concerned
with user interactions with a prototype system in a laboratory set-
ting. This approach has been adopted because we can 1) determine
the relationship among the variables in a laboratory environment
and 2) transfer the findings into specific system design decisions.
This approach is scientifically rigorous when the experiment is
conducted properly. However, it is very resource-intensive and
time-consuming and requires different sets of expertise. And the
results may be affected by the variability of individuals consider-
ably [e.g. 41, 42, 51]. Specific examples include a flight simulator
experiment with pilots co-designing system [3] and a turbulent
touch design experiment with students [12].

The experiment protocol has been approved by the Toulouse Uni-
versity research ethics committee. The participant was presented
with an informed consent form to sign-off before the experiment
started.

3.4 Experiment Setting
The experiment was conducted in the environment of a flight sim-
ulator (ENAC BIGONE A320/A330 cockpit simulator) within the

ACHIL platform. The setting was intended to create an environment
that can elicit the information needs of participants, as suggested
in simulated work task situations [8].

The subjects were given access to a tablet - similar to the ones
used by the pilot in flight - to access the Flight Crew Operating Man-
ual (FCOM) through one of the two systems: Smart Librarian (SL)
and electronic flight bag (FB). This source document incorporates
aircraft manufacturer guidance on how to use the systems onboard
the aircraft for enhanced operational safety, as well as for increased
efficiency. Overall it can be seen of several PDF documents counting
several thousand pages.

3.5 Search Task
In designing search tasks we have considered the complexity of
tasks from the perspectives of search as learning by classifying the
search scenarios as easy and complex [46]. User perceived search
task complexity after using the system [28] was assessed by a
questionnaire.

Specifically, the easy task involves fact-finding while the hard
task requires a higher level of understanding of the problems and/or
some cognitive reasoning for answering the questions. In easy
search tasks, the problem description contains relevant words that
can be used to craft the "best question" pointing to a unique pro-
cedure (or document unit) that contains the solution. By contrast,
in hard search tasks, the problem description does not contain
any words matching the "best question" and the subject will need
to rephrase the problem. Moreover, the user needs to explore at
least two document units to find the answer. There is a need to
reformulate the problem with new words/question and at least two
document units are necessary to find the solution to the problem.
Several successive questions are needed to identify the solution
(See Table 1).

For each task, the ground truth has been defined by a set of do-
main experts by pointing the exact expected answer(s) and the exact
procedure(s) in which these can be found in the FCOM document.
The very narrow of the aeronautical domain and the particular form
of documents, allowed us to ensure that the answers are unique for
each task and that their location in the documentation is unique.

3.6 Arrangement of Experimental Conditions
Tasks were presented to subjects following a traditional Graeco-
Latin square design [24, 25]. This study is a 2 × 2 design with two
types of search systems (SL and FB) and two types of search tasks
(easy and hard), to minimize the effect of presentation order of
treatments [25].

3.7 Metrics
Search performance: The tasks defined are pure goal-oriented
search task: the user is asked to find the exact answer and locates
the procedure used. Classic precision and recall metrics used in
information retrieval do not apply in this context and the score
used can be seen as a Boolean success metric based on the expert
ground truth (one could note it is similar to the precision@1 - but
measured based on user’s response).

Thus performance was evaluated through [0;1] scores for each
step in the tasks (finding the right procedure, finding the right
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Label Level Title Initial Trig-
ger/Message

Flight Condi-
tion

Tutorial Easy Captain’s
duty

N/A cruise

Task A Easy Cockpit
windshield
cracked

Bird
strike/window
crack

cruise FL370

Task B Easy Bomb on
board

N/A cruise

Task C Hard ALL EN-
GINE
FAILURE
over the sea

ALL EN-
GINE
FAILURE

cruise flying
FL350 over
the ocean,
>70NM from
coast

Task D Hard Air too hot in
the cockpit

Air too hot cruise FL370

Bonus Hard Engine
fire over
mountain

ENG 1 FIRE climbing
over the
Alps in
FL350

Table 1: Difficulty level of search tasks, with description and
key aspects (FL means ’Flight Level’)
Notes: The first task familiarizes the participant with the
experiment setup, whereas the final task introduces the participant
to the setup of a flight simulator.

answer to the situation in the procedure, finding the next procedure,
etc.). Since hard tasks had more steps, the score was averaged in
a single task score in [0;1] for each task (1 being the maximum
score). This scoring strategy relies primarily on the task that can be
understood from the user’s point of view as a fact-finding problem.
The classic precision and recall measures of the system are only
taken into account through the lens of the user’s selection in this
interactive experimentation.

This can be seen as a quantitative metric with 1 data point per
user per search task.

User’s perception of the problem and system: Other met-
rics were collected through post-search questionnaires after each
task and a final exit questionnaire. They were designed using 5
points Likert scale to collect the subject’s perception of task diffi-
culty and familiarity as well as system relevance and usefulness.
These questionnaires were submitted by each user after each task
and each system usage.

3.8 Prototype System
In our user experiment, we have developed a prototype Smart Li-
brarian system to address the evaluation objective of determining
the relationship between the types of search tasks and the per-
ceived usefulness of search. The system was built around three
main components:

• A dialog engine (based on RASA platform [7]) handling the
conversation and identifying user’s intents;

• A search engine (based on Solr [45]) where the documents
collection is indexed following the BM25F relevance frame-
work [39];

• A QA engine, based on a BERT large model [15], fine-tuned
using the FARM framework . A multi-task setup was used for
the fine-tuning: one task is the classical QA task (detecting
the span of text) on SQUAD 2.0 dataset [38]; the other is a
classification task (i.e. whether the answer to the question is
contained or not in the document extract).

On top of these, additional capabilities to process speech inputs
and produce speech outputs are available as an alternative to the
traditional textual input. Figure 1 offers an overview of the whole
architecture.

The whole system is made available through a reactive web inter-
face enabling conversation and document exploration (See Figure 2).
It was deployed in a cloud environment and made available to users
through a tablet.

Figure 1: Overview of the prototype architecture.

The reference system, electronic flight bag (FB) was the Navblue
software used by many pilots in commercial flight. It is distributed
on tablets and customized for each aircraft. Only the library fea-
tures (for access to documents and procedures) were used in the
experiment.

3.9 Participants
We recruited students from an aviation school, currently in their
early years of training for becoming commercial aircraft pilots.
These students have a good understanding of aircraft technologies
and flying physics. At the time of the experiments, they would not
have followed a particular course on a specific aircraft, such as
A320.

3.10 Evaluation Protocols
We have developed realistic scenarios for our user experiment by
engaging with engineers and consulting with an ergonomic expert
with specialties in designing systems for pilots (See Table 1). The
simulated work task situations toolkit has been followed for trig-
gering user information needs and the evaluation of user search
behavior and system performance [8]. In designing search tasks we
have considered the complexity of tasks from the perspectives of
search as learning [46]. Several questionnaires, including a demo-
graphic questionnaire, post-search, and exit questionnaires, have
been developed to assess the user perceptions during the search
process as well as overall perceptions about the whole interaction

https://github.com/deepset-ai/FARM
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Figure 2: Screenshot of the prototype showing conversation on the left, search result panel in the center and document view
on the right.

process. Finally, to ensure that the training for each participant is
consistent across all sessions, experimental guidelines have been
developed and used in our experiment.

4 DATA ANALYSIS
We construct mixed-effects models for determining the effects of
system and user perceptions on search performance. Mixed-effects
distinguish between fixed effects that are due to experimental con-
ditions and random effects that are due to individual differences in
a sample. We are concerned with both fixed effects of system and
user perception and random effects of individual differences.

We choose the mixed-effects models because they are useful
for the examination of the random effects of subjects and search
tasks [5]. Examples of mixed-effects models in information retrieval
research have included modeling of search topics effect [11], anal-
ysis of eye gaze behavior [23], and user characteristics [29]. We
primarily use the lme4 package in R statistical computing software
for model fitting [6].

We find that there was no significant relationship between the
task order and the time spent (R = 0.012, p = 0.92). In addition to
considering the fixed effects of system and user perception, the
random effects of search task and user were considered in our full
model construction and data fitting. To fit the data, we performed
an automatic backward model selection of fixed and random parts
of the linear mixed model [26]. Since the random intercepts for task
and user were significant for time spent, with p < .001 and p < .01
respectively, we chose a mixed-effects model with search task and
user-controlled as random effects. Model assessments based on
diagnostic checks for non-normality of residuals and outliers, dis-
tribution of random effects, and heteroscedasticity were conducted.
The random intercepts for the task were significant for task score,

with p < .001, we chose a mixed-effects model with search task as
random effects.

5 RESULTS
5.1 Participant Characteristics
A total of 16 pilot school students participated in the study. Most
students were between 18 and 25 years old. Almost all students
had flying experiences as an amateur or student pilot (less than 70
flight hours on average), and three students had general aviation
experiences for more than 5 years. None of them had commercial
flying experiences. Most participants used search engines every day
or several times a day ormore, whereas they had limited experiences
using virtual assistants. Overall, the participants are homogeneous
by experiences and age.

5.2 Search Performance by Search Task
Difficulty

The overall results suggest that there was no significant difference
in search performance by task score and time spent. However, there
were very significant differences in search performance by search
task. Figures 3 and 4 indicate that the proposed SL (Smart Librarian)
system enhanced task score for hard search tasks, but there was no
significant difference by time spent. As expected, task difficulty had
significant effects on search performance. The SL system performed
particularly well for hard search tasks.

5.3 Effect of System and Perception on Task
Score

Table 2 presents the results of model selection for the mixed-effects
of system and user perception on task scores. It shows that the
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Figure 3: Boxplot of the types of systems and task score by
search task difficulty

Figure 4: Boxplot of the types of systems and time spent by
search task difficulty

system alone did not significantly affect the task score. The random
effect of the user was present in the perceived usefulness of the
system, whereas the random effect of the task appeared in the
relevance of the system’s responses to the topic and user satisfaction
with the search process. The random effect of both user and task
was present in the usefulness of the system’s responses to find
answers and user satisfaction with system responses.

Table 3 reveals that all the user perception measures made sig-
nificant differences in the task score. The best model based on
the Akaike information criterion (AIC) was Model 1 in which the
user-perceived usefulness of the system accounted for 65% of the
variances, followed by the relevance of the system’s responses to
the topic in Model 2, with 41% of the variances. Interestingly, the

Table 2: Model selection of fixed and random effects for user
perception measures.

Fixed and Random Effects Model
Model 1 sys_usefulness + (1 | user)
Model 2 topic_relevance + (1 | task)
Model 3 utility + (1 | task) + (1 | user)
Model 4 sys_satisfaction + (1 | task) + (1 | user)
Model 5 process_satisfaction + (1 | task)
Notes: sys_usefulness refers to how useful the system was in completing
the task; topic_relevance is how relevant to the topic the system’s
responses were; utility refers to how useful the system’s responses were to
find answers; sys_satisfaction is how satisfied with the system’s responses;
process_satisfaction refers to how satisfied with the search process;
random intercepts for task and user are specified with (1|task) and (1|user)
respectively.

user’s satisfaction with the system’s responses represented the ef-
fect size of 21% in Model 4. Therefore, the results suggest that the
system design should focus on the user-perceived usefulness of
the design features (related to usability issues) and the relevance
of the system’s responses to the topic (related to effectiveness is-
sues). User satisfaction may not be the best predictor of user search
performance.

Therefore, our research hypothesis H1: Types of search systems
and user perceptions will affect user search performance is partially
supported. Specifically, the search system is not correlated with
user search performance; user perception of the usefulness of the
system in completing the search task and the system’s responses
to the relevance of the topic are good predictors of user search
performance.

5.4 Effect of Perceived Difficulty and
Perception on Task Score

Table 4 shows that the best model was perceived search task diffi-
culty and its interactional effect with the relevance of the system’s
responses to the topic, which accounts for 52% of the variances. In
other words, when a search task was considered difficult, partic-
ipants had more problems judging the relevance of the system’s
responses to the topic. The user perceptions about the system util-
ity and satisfaction about the system had significant effects on the
task score, together with significant interactional effects. It is worth
noting that both Tables 3 and Table 4 suggest that user perception
of how useful the system was in completing the task was the best
predictor of task score and there was no correlation between the
user-perceived search task difficulty and the task score. Importantly,
our constructed mixed-effects models have relatively large effect
sizes, suggesting that participants in the study are very good at
judging their performance.

Therefore, our research hypothesis H2: Perceived search task dif-
ficulty and user perceptions will affect the user search performance
is supported. Specifically, perceived search task difficulty and its
interactional effect with the relevance of the system’s responses to
the topic make a significant difference in user search performance.
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Table 3: Effect of system and user perception on task score

Task_Score

Model 1 Model 2 Model 3 Model 4 Model 5

sys_usefulness 0.25∗∗∗
(0.02)

topic_relevance 0.19∗∗∗
(0.03)

utility 0.13∗∗∗
(0.03)

sys_satisfaction 0.12∗∗∗
(0.03)

process_satisfaction 0.08∗∗∗
(0.03)

Constant −0.20∗∗ −0.01 0.27∗ 0.28∗ 0.44∗∗
(0.09) (0.15) (0.15) (0.15) (0.18)

N 64 64 64 64 64
Log Likelihood −1.90 −2.20 −5.79 −6.92 −11.99
AIC (Akaike information criterion) 11.79 12.39 21.57 23.85 31.99
ICC (Intraclass correlation) 0.21 0.33 0.56 0.55 0.55
𝑅
2 (fixed) 0.65 0.41 0.22 0.21 0.06

𝑅
2 (total) 0.72 0.60 0.66 0.65 0.58
∗∗∗p < .01; ∗∗p < .05; ∗p < .1

Table 4: Effect of perceived search task difficulty and user perception on task score

Task Score

Model 1 Model 2 Model 3

perceived_difficulty −0.33∗∗∗ −0.33∗∗∗ −0.35∗∗∗
(0.10) (0.08) (0.09)

topic_relevance −0.11
(0.10)

perceived_difficulty:topic_relevance 0.06∗∗∗
(0.02)

utility −0.16∗∗
(0.08)

perceived_difficulty:utility 0.06∗∗∗
(0.02)

sys_satisfaction −0.18∗∗
(0.09)

perceived_difficulty:sys_satisfaction 0.06∗∗∗
(0.02)

Constant 1.46∗∗∗ 1.66∗∗∗ 1.80∗∗∗
(0.46) (0.37) (0.41)

N 64 64 64
Log Likelihood −2.16 −5.50 −6.71
AIC (Akaike information criterion) 16.31 23.01 25.42
ICC (Intraclass correlation) 0.30 0.36 0.34
𝑅
2 (fixed) 0.52 0.41 0.41

𝑅
2 (total) 0.66 0.63 0.61
∗∗∗p < .01; ∗∗p < .05; ∗p < .1
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6 DISCUSSION
This study is concerned with the design and evaluation of con-
versational search systems to support the pilot in cockpits, with
particular references to the system evaluation issues from the user-
centered perspectives. Our findings suggest that the system alone
cannot predict search performance and search efficiency; partic-
ipants in the study are very good at judging their performance.
Specifically, their perceptions about the usefulness of the system in
completing the task and the relevance of the system’s responses to
the topic are good predictors of search performance.

Our findings reveal that user satisfaction with the system’s re-
sponses may not a good predictor of user search performance. Since
the Alexa Prize Socialbot Grand Challenge is designed as research
competitions to advance our understanding of human interactions
with socialbots, to enhance the user experience, specifically user sat-
isfaction when interacting with Alexa, it is not surprising that user
satisfaction has been selected as the main evaluation criterion for
success. The evaluation criteria which consist of automatic metrics
from the system and human evaluation with Amazon’s Mechanical
Turk. Since the objective is to judge the system performance based
on approximations of user satisfaction, it is found that there was
a discrepancy between automatic metrics and human evaluation
results [16]. Our findings suggest that if the goal is to enhance
user search performance, the perceived usefulness of the system
and the relevance of the system’s responses to the topic are better
predictors than user satisfaction with the system.

Our holistic approach to understanding user experience and user
performance is intended to bridge the gap between system-centric
evaluation (i.e., automatic metrics) and human evaluation. This
approach is in line with the extrinsic evaluation that is concerned
with how the use of system contributes to external outputs, such as
task completion [40]. The user’s judgment of usefulness has been
proposed and used as an evaluation criterion for IIR (interactive
information retrieval) studies [13, 47]. Our finding that user per-
ceptions about the usefulness of the system in completing the task
and the relevance of the system’s responses to the topic are good
predictors of search performance suggest user-perceived useful-
ness and relevance of the system’s responses to the topic can be
used for the evaluation of current conversational search systems.
It demonstrates the applicability of the holistic approach adopted
in previous information-seeking conversations [52, 54] to the de-
sign and evaluation of conversational search systems in a specific
domain.

Given these findings, future research and development work
needs to focus on the design of system support features for the
relevance judgment, such as the snippets in search engine results
page and system feedback. This work involves both the usability
and effectiveness issues in system development. Future research on
the correlations between the system-centric metrics and the user
task score is suggested. Since the participants are homogeneous by
age and experience in a specific domain, the generalizability of the
research findings to other settings may be limited. Larger sample
size would also enhance the validity of the results.

7 CONCLUSION
In this paper, we demonstrate a user-centered approach to the de-
sign and evaluation of conversational search user interfaces through
a collaborative research project between academia and industry.
It presents an approach for developing conversational search sys-
tems from the user perspectives by considering the user search
behavior as well as individual differences when interacting with
the proposed conversational search system. The controlled user
experiment suggests that user perception of the usefulness of the
system in completing the search task and the system’s responses
to the relevance of the topic are good predictors of user search
performance. User satisfaction with the system’s responses may
not a good predictor of user search performance.
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