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Abstract

In this work, we perform authorship attri-
bution on a new dataset of German news
articles. We seek to classify over 3,700 ar-
ticles to their five corresponding authors,
using four conventional machine learning
approaches (naı̈ve Bayes, logistic regres-
sion, SVM and kNN) and a convolutional
neural network. We analyze the effect of
character and word n-grams on the pre-
diction accuracy, as well as the influence
of stop words, punctuation, numbers, and
lowercasing when preprocessing raw text.
The experiments show that higher order
character n-grams (n = 5,6) perform bet-
ter than lower orders and word n-grams
slightly outperform those with characters.
Combining both in fusion models further
improves results up to 92% for SVM. A
multilayer convolutional structure allows
the CNN to achieve 90.5% accuracy. We
found stop words and punctuation to be
important features for author identifica-
tion; removing them leads to a measur-
able decrease in performance. Finally, we
evaluate the topic dependency of the algo-
rithms by gradually replacing named en-
tities, nouns, verbs and eventually all to-
kens in the dataset according to their POS-
tags.

1 Introduction

When the author of a text is the subject of par-
ticular interest, there exist three main approaches
in the field of natural language processing (NLP):
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author profiling, authorship verification, and au-
thorship attribution. They mean respectively, aim-
ing at detecting details of the author such as age
or gender, measuring the similarity between an
author’s work and a text in question, and trying
to identify the author of a text given a group of
potential authors. All approaches are based on
the assumption that individuals have unique writ-
ing styles and habits (Stamatatos, 2009). In this
project, we focus on authorship attribution (AA),
a task popular in many areas such as literary stud-
ies, history and forensic linguistics (Evert et al.,
2017). Anonymity and potential content creation
under false name on the internet have recently in-
creased the interest in AA (Aborisade and Anwar,
2018), (Rocha et al., 2017).

Working on a new dataset of 3,700 German
news articles written by five authors, we carry out
a multiclass classification using different machine
learning (ML) models and linguistic features. As
ML models, we test multinomial naı̈ve Bayes
(NB), logistic regression (LR), support vector ma-
chine (SVM) and k-nearest-neighbors (kNN) us-
ing scikit-learn implementations, and a convolu-
tional neural network (CNN) for text classifica-
tion using PyTorch. We experiment with word
n-grams, character n-grams and fusions of both,
as well as punctuation, numbers, stop words, and
lowercasing. We further seek to evaluate the topic-
dependency of the algorithms by gradually replac-
ing named entities, nouns, verbs and all tokens in
the dataset with the help of their part-of-speech
(POS) tags. This study aims to quantify the effect
of linguistic features on AA using a new source of
German news articles.

2 Related Work

Previous approaches to AA greatly vary regarding
applied linguistic features, implemented ML mod-



els and investigated languages. The combination
of character n-grams and traditional ML models
such as naı̈ve Bayes has been deployed for many
publications on AA, such as in Amasyalı and Diri
(2006) on Turkish news articles, Markov et al.
(2017) on Portuguese news articles, or Oppliger
(2016) on instant messages in Swiss German.
Punctuation n-grams have been used as stylomet-
ric features for English, French, Italian and Span-
ish (Martı́n-Del-Campo-Rodrı́guez et al., 2019).
In addition, Khan (2018) and Schwartz (2016)
demonstrated the importance of stop words for AA
with English language data.

Originally developed for computer vision tasks,
CNNs have been successfully applied in vari-
ous text classification tasks lately, including AA.
Ruder et al. (2016) presented state-of-the-art re-
sults in large-scale AA on various social media
datasets. The authors of the paper implemented
different multi-channel word and character CNNs
and create hybrid models of both. On average, the
char-CNN outperformed not only previous mod-
els, but also word CNNs and hybrids. In the study
of Shrestha et al. (2017), a CNN with three con-
volutional layers was trained on character n-grams
and outperformed traditional models as well as re-
current neural networks (RNN) on recognizing the
authors of tweets.

3 Dataset

We collect a new dataset of newspaper articles
published by Main-Post, a German newspaper.
In cooperation with the newspaper, we decide to
choose the articles by five journalists from the re-
gional department in Schweinfurt. In their daily
work, the journalists cover similar topics, mostly
local news in and around the city. With this choice,
we hope to alleviate the likelihood of classifying
authors by topic specific vocabulary. The news-
paper reaches a circulation of around 40,000 read-
ings per day in Schweinfurt. All articles (mostly
behind a paywall) can be accessed via the com-
pany’s online presence.1 In a first step, we collect
the weblinks to all articles for each author. Then,
a second script opens each link and extracts the
corresponding text into a csv-file. We clean the
collected articles by removing:

• Author names in the text where indicative of
the writer (e.g. comments);

1https://www.mainpost.de/regional/schweinfurt/

• Articles written by multiple authors;

• Articles listed more than once (e.g. regional
and trans-regional versions);

• Non-text elements such as image or video
boxes that were downloaded due to variations
in the webpages’ html-structures.

The final dataset consists of 3,717 articles by
five different journalists, written between May
2013 and October 2019. The number of arti-
cles per author is imbalanced and varies from 331
to 972. The average length of an article is 455
words and it comprises 24 sentences and 7.5 para-
graphs. The shortest article measures 26 words,
the longest 2299. The overall corpus size is 1.6
Million words. Compared to other author attri-
bution datasets in literature, our dataset contains
fewer authors, but larger available data per author.
This facilitates the prediction task but allows to
draw more meaningful conclusions about the ef-
fect of analyzed linguistic features. The dataset is
not publicly available but can be obtained from the
authors of this paper on reasonable request.

4 Methodology

4.1 Preprocessing & Model Implementations

As a first step, we split off a stratified test set con-
taining 20% of each author’s available articles. All
final models are evaluated by their prediction ac-
curacy on this test set. Since this is the first work
on a new dataset, we start by establishing two
baseline models. Due to their decent performance
in many applications, we chose naı̈ve Bayes and
logistic regression, a generative and a discrimina-
tive approach, respectively. We process the raw
text using word unigrams obtained through split-
ting by whitespaces and test for the following lin-
guistic features:

• Punctuation (keep/remove);

• Numbers (keep/remove);

• Stop words (keep/remove), using NLTK’s list
of 232 German stop words;

• Lemmatization, using Spacy’s implementa-
tion for German;

• Stemming, using NLTK’s German Snowball-
Stemmer;

• Lowercasing.



We further define a minimum document frequency
of 5 and tune the model-specific hyperparameters
via grid search. For NB, LR, SVM and kNN,
we vectorize counting raw token frequencies us-
ing scikit-learn’s CountVectorizer. As a result of
the baseline experiments, the best parameter com-
binations achieved 81.85% on the test set for naı̈ve
Bayes and 90.59% for logistic regression. During
our work on the baselines, we observed an average
performance decrease of 2.8 percentage points for
lemmatization and 3.9 percentage points for stem-
ming, along with a drastically increasing runtime.
Thus, both techniques were excluded from the fol-
lowing experiments. Instead, we focus on the ef-
fect of punctuation, numbers, stop words, and low-
ercasing on the prediction accuracy.

We expand our work with SVM and kNN mod-
els, and add bigrams and trigrams, as well as char-
acter n-grams of different lengths (n = 3 – 6). Fi-
nally, for each model, we combine the best word
n-gram vectorizer with the best character n-gram
vectorizer in a fusion model. For every combina-
tion of model and word/character n-gram, a ran-
dom search with 100 iterations tests the before-
mentioned linguistic features and the model spe-
cific hyperparameters by averaging the results of
a 5-fold cross-validation. Then, each model’s best
configuration is trained on the whole training set
and its performance on the test set is reported.

The implementation of CNN is based on the
work of (Trevett, 2019) on CNNs for multi-class
sentiment analysis, that we adjust for our experi-
ments. In all set-ups, the network consists of an
embedding layer, at least one convolutional layer,
and a fully connected output layer. The model is
fed with a pretrained German word embedding,
trained on two million Wikipedia articles, with a
disk size of 6.4 GB (Cieliebak et al., 2017).2 To
obtain results comparable to the other ML models
trained on word/character n-grams, we use one-
layer convolutional filters of size n after tokeniz-
ing the text on word and character level (e.g. filter
of size 2 for bigrams). Instead of fusions/hybrids
between word and characters, we optimize the
CNN by adding multiple convolutional layers to
achieve higher accuracies. In addition to testing on
the linguistic features described above, we exper-
iment with different values for filter sizes, num-
ber of filters and layers, dropout regularization,
max-pooling, and the size of vocabulary. We se-

2https://www.spinningbytes.com/resources/

lect Adam as optimizer and cross-entropy as loss-
function. After splitting off the test set, 20% of
the remaining data is used for validation. During
training, the performance is validated after every
epoch and the overall best model parameters are
saved. For testing, we load the best parameters
and run the algorithm on the test set.

4.2 Experiments with reduced
topic-dependency

The five authors in the dataset work in the same re-
gional department. Nevertheless, each author has
special topics, for example certain cultural events
or news from particular villages. With this in-
formation in the training data, the models might
learn to predict authors based on specific words
appearing in an article and not through each au-
thor’s writing style. We seek to quantify this as-
sumption and evaluate how much the performance
of the established models depends on the vocabu-
lary used. Therefore, we replace all tokens from
different part-of-speech categories with abbrevia-
tions and create the following four variations of
the dataset (including test set):

• Replace all named entities by ’NE’;

• Additionally, replace all nouns by ‘NN’;

• Additionally, replace all verbs (including
auxiliary verbs) by ‘VB’;

• Finally, replace all tokens by their corre-
sponding Treebank POS-tag.

Then, we run the best performing version for each
machine learning model on these variations of the
dataset and report the accuracy on the hold out test
set. We utilize Spacy’s pretrained German tag-
ger with a reported accuracy of 96.3% for POS-
tagging.

5 Results

5.1 Preprocessing & Model Implementations
The left side of Table 1 shows the best results ob-
tained for the five implemented ML models. Over-
all, we note high performances above 80% for all
models except the kNN approach. Logistic regres-
sion and SVM performed the best and achieved
almost same results in all tested variations. Ex-
cept for kNN, word n-grams slightly outperformed
character n-grams. On word level, adding bi-
grams and trigrams outperformed unigrams, with
only marginal differences between the models. On



Model Word n-grams Character n-grams Fusion Reduced topic-dependency, replace
n=1 n=2 n=3 n=3 n=4 n=5 n=6 NE + Nouns + Verbs All

NB 81.9* 86.0 86.2 77.2 80.2 82.3 82.1 83.0 87.0 86.4 86.6 77.6
LR 90.6* 91.4 91.4 88.6 89.9 90.2 91.3 91.7 91.53 89.8 89.5 76.3
SVM 90.5 91.5 91.1 87.6 89.7 90.5 91.1 91.9 92.2 89.8 88.2 77.4
kNN 65.7 62.4 60.0 69.0 70.3 65.9 64.1 70.2 72.2 67.7 65.7 64.3
CNN 88.7 89.7 88.7 82.5 85.7 88.8 88.7 90.5C 88.6 87.3 86.3 78.8

Table 1: Test set accuracies in %. Note that higher order n-grams always include all lower order combinations. For
the CNN, n refers to the filter size using a single convolutional layer after word/character tokenization.
*Baseline models CBest result for multi-layer CNN, obtained with word tokenization

character level, higher order n-grams improved the
results. Combining the best character and word
n-grams in fusion models led to higher accura-
cies for LR and SVM. Here, SVM delivered the
best predictions with 91.9% (macro-averaged F1-
score = 0.898). In all variations, SVMs with lin-
ear kernels were more accurate than those with
polynomial kernels. On average, the performance
of the CNN was two percentage points below the
SVM. Both, character and word n-gram features
achieved accuracies in the high 80s. The best per-
formance of the CNN was 90.5% (macro-averaged
F1-score = 0.855), applying two convolutional
layers of filter sizes 2 and 3, with 500 filters each,
after word level tokenization. Using smaller vo-
cabulary sizes of 5k and 10k improved results, as
well as high dropout values of 0.5.

Besides word and character n-grams, the con-
ducted experiments allow us to quantify the effect
of stop-words, punctuation, numbers and lower-
casing on the performance for this dataset. The
corresponding values are displayed in Table 2 and
obtained by taking each model’s best implementa-
tion, retraining it either with or without the feature
in question, and finally averaging the performance
difference over all models for each feature. For
all 28 random searches and 8 CNN-configurations,
removing stop words or punctuation decreased the
prediction accuracies. For the most accurate im-
plementations, this resulted in an average decrease
of 1.23 and 1.06 percentage points, respectively.
Lowercasing and removing numbers on the other
hand barely influenced the results.

5.2 Experiments with reduced
topic-dependency

The results of the experiments with reduced topic-
dependency are presented in Table 1. Replacing
named entities by ’NE’ did not affect the per-
formance negatively as expected. Instead, kNN,

Feature Average effect
on performance

Removing stop words − 1.23
Removing punctuation − 1.06
Removing numbers − 0.09
Lowercasing + 0.09

Table 2: Average effect of tested features on prediction
accuracy in percentage points.

SVM and naı̈ve Bayes slightly improved their per-
formances and the SVM reached 92.2% (macro-
averaged F1-score = 0.901), the highest accuracy
in the project. Replacing nouns and then verbs de-
creases the performance for all models yet still al-
lows accuracies in high 80s (except kNN). Finally,
replacing the whole text with corresponding Tree-
bank POS-tags led to poorer yet reasonable results
above 76%, again excluding kNN.

6 Discussion & Conclusion

With logistic regression, SVM and CNN, three
models reached prediction accuracies over 90%,
while kNN was found less applicable on this
task. The CNN did not outperform traditional ap-
proaches in this work. However, the innumerable
network structures and tunable (hyper)parameters
of this model leave room for improvement. We
are in line with Sanchez-Perez et al. (2017) show-
ing that higher orders of character n-grams outper-
form lower orders. Combining word and character
n-grams also improved results. Therefore, explor-
ing longer character n-grams (n = 7, 8, . . . ) could
extend this study.

Regarding text preprocessing, we conclude that
most changes in the raw text, despite being use-
ful in other NLP domains, decrease the perfor-
mance on this task. Removing stop words re-
duces the accuracy measurably, this confirms the



consent in literature. In the study of Arun et al.
(2009), stop words play an essential role in au-
thorship attribution on English text documents.
We detected a similar importance for punctuation
whereas numbers and lowercasing barely affected
performance. Due to a lower accuracy of NB and
LR after lemmatization and stemming, we assume
that both techniques disguise characteristics in an
author’s writing style. However, this assumption
requires further evaluation. In the experiments
with reduced topic-dependency, the models did
not depend on certain keywords, but more on the
overall structure and writing style of an author’s
work. Replacing named entities improved predic-
tions. This contradicts the initial hypothesis and
other researcher‘s work, such as Sanchez-Perez
et al. (2017), where accuracies dropped by approx-
imately 2-3 percentage points. We assume that the
intersection between the authors’ work is too large
to allow models to classify based on named en-
tities. Instead, removing them could reduce the
variance of the vectorizer and help to focus on
more meaningful writing patterns. More experi-
ments, e.g. with POS n-grams, could further im-
prove results.

Overall, this work demonstrated the importance
of stop words, punctuation, and fusions of word
and character n-grams for AA on German news
articles. It further revealed the potential of POS-
tags as meaningful features for this task.
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Manuel Montes, Paolo Rosso, and Thamar Solorio.
2017. Convolutional Neural Networks for Author-
ship Attribution of Short Texts. In Proceedings of
the 15th Conference of the European Chapter of the
Association for Computational Linguistics: Volume
2, Short Papers, pages 669–674, Valencia, Spain.
Association for Computational Linguistics.

Efstathios Stamatatos. 2009. A survey of modern au-
thorship attribution methods. Journal of the Ameri-
can Society for Information Science and Technology,
60(3):538–556.

Ben Trevett. 2019. Pytorch sentiment analy-
sis. https://github.com/bentrevett/
pytorch-sentiment-analysis. Accessed:
2019-12-04.

https://www.aclweb.org/anthology/E17-2106
https://www.aclweb.org/anthology/E17-2106
https://doi.org/10.1002/asi.21001
https://doi.org/10.1002/asi.21001
https://github.com/bentrevett/pytorch-sentiment-analysis
https://github.com/bentrevett/pytorch-sentiment-analysis

