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Abstract

This paper will present an image processing program named BlackRoom.
The software implements a lot of modern techniques like Vulkan, tile render-
ing, and WebAssembly.

The calculation of different effects on large size images induces huge mem-
ory consumption. With the usage of tile rendering, this memory allocation
can be decreased at the cost of a slight calculation performance. The integra-
tion of the Vulkan API is also a way to increase the efficiency of applications.
Beyond OpenGL, Vulkan provides low-level access to the hardware. In order
to point out the difference among the applied technologies, our program has
a built-in benchmark system to determine the performance of the CPU and
GPU through the implemented executing branches.

A further aim is to make the program available for as many platforms as
possible by paying special attention to WebAssembly. By generating WASM
binary our application runs without installation in a browser.
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1. Introduction

BlackRoom is an image processing application developed in Qt [1, 2]. The goal was
to use the most modern techniques, so we implemented the algorithms using Vulkan
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API also beyond OpenGL, latter is slightly slower in compute shading. Judging
by the fact that BlackRoom can be run from a browser thanks to WebAssembly,
the user does not have to install it. We have checked the existing accelerated im-
age processing libraries and found that one of the best is the progressive GPUCV
library, unfortunately it was abandoned in 2010 [3]. This way, it was never de-
veloped in the direction to use it in web environment. Although, Allusse et al.
enhanced the system with CUDA support, it is a proprietary technique and it is
not web enabled either [4]. Furthermore, our program supports Linux, macOS,
and Windows platforms because we would like to make it available for as wide user
base as we can. The optimization of our image processing software yielded a bet-
ter and customizable memory management regarding the memory usage of image
modification algorithms. With the size of different kernels, the user can manage
the memory allocation for the software by accordingly sized overlapping in tiling.

The structure of BlackRoom mainly follows the standard skeleton described in
GPU Gems [5]. As a source operator, we have a load operator for processed and raw
formats. Our system contains image filters. Some filters, as the Harris shutter, have
additional load operators for the color channels, thus extending the simple demo
structure mentioned in GPU Gems. In this way, not just linear processing paths
can be accomplished. We have implemented both image view and save operator as
sink operators. Similarly to the framework of Seiller et al. [6], the different GPU
processing paths as GLSL and Vulkan are implemented in separate classes.

2. Categories of image processing algorithms

In image processing [7, 8], there are two kinds of algorithms, one approach does
calculations based on the neighboring pixels and the other does not use the nearby
pixel information, only use the current pixel.

2.1. Context-sensitive algorithms
One of the simplest context-sensitive algorithms is the median filter. This is used
for noise reduction, mostly for damaged pictures. A few more context-sensitive
algorithms are included in our software as edge detection, Gauss filter, or sharpen-
ing. We calculate the current pixel using the nearby pixels’ information of a given
size called window or kernel. In this kernel we can calculate e.g., the median of
the neighboring data. However, there is a problem on the edge of the image with
the pixels, where there is not enough nearby information to proceed. The simplest
solution for this is to start with the first full kernel on the image and skip the ones
on the edge and crop after we finish. We decided to implement a dynamic method
that counts the neighbors and performs the calculations accordingly.
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2.2. Context-free algorithms
A lot of context-free algorithms were implemented in BlackRoom as channel mixer,
contrast, infrared conversion, negative effect, saturation, vignetting, and grayscale.

For example, grayscale is calculated by taking only just the current pixel’s color
information in a commonly used Red-Green-Blue set. The values have a range of
[0–255]. The result will be independent of the neighbors. The weights for the RGB
values can be set independently by a combined GUI element of a text field, a slider,
and a value spinner. We calculate the weighted average of these values for the effect
using the appropriate parameters, and this way we get a tone of gray color. It shall
be used for the RGB components. If this final gray value is multiplied by vector
(1.2, 1.0, 0.8) then we get a sepia brown picture.

3. Tile rendering

In the video game industry, generally in 2D games it is common to separate the
game world into adjacent small portions, known as tiles. This approach helps
with the memory management of the software. Apart from memory optimization,
with the usage of this technique, we can describe a pathfinding method for game
elements or even collision detection can be solved this way.

In image processing, we use tile rendering [9, 10] to optimize the usage of avail-
able system memory. With this approach, we can work with big file sizes with
great image details. Using this method we can divide the processed image into
these parts called tiles (see Figure 1). Since WebAssembly is only supported in 32
bit mode right now in Qt 5.14.0, it means that the usable memory for programs
is maximum 4 GB. Having the original image and two auxiliary buffers beside the
final picture, finally, they can be very huge using 16 bit color channels. By having
just a tile for the auxiliary buffers, the memory consumption can be reduced a lot.

Figure 1: Basic partitioning for tile rendering
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One of the advantages of tile rendering is the fact that we can calculate effects on
images with bigger size than the available video or system memory. If the necessary
resources do not fit in at once, the computer can use these rectangular parts of the
image. The program will transport these parts of the image through the bus system
of the mainboard one after another replacing the currently processed image part
as the calculation goes on.

There is a problem with algorithms using the neighboring pixels on the edges
of the tiles because here we also need the nearby tiles’ information for the current
tile’s edge pixels’ calculation. To solve this problem, we define an overlapping tile
edge on the neighboring tiles (see Figure 2).

Figure 2: Overlapped partitioning for tile rendering

4. Vulkan API

Vulkan [11] is a cross-platform 3D graphics API that was released in 2016. It is
based on the AMD Mantle API [12]. The main advantage of it is that it provides
high-efficiency computing thanks to low-level access. What is to say that the
developers have almost full control over the GPU’s hardware. On the other hand,
it makes this API [13] harder for beginners because we have to set up every detail
from scratch. The memory management and initial frame buffer creation are fully
the developer’s responsibility. This feature of Vulkan gives less work to the graphics
drivers.

In other APIs shaders have human-readable syntax. On the contrary, shaders
in Vulkan have to be specified in bytecode, called SPIR-V. With this approach,
Vulkan solves a really important problem. In the past, in order to compile OpenGL
[14, 15] and Direct3D [16, 17] shaders, the GPU vendors had to write really complex
compilers contained in the drivers, which resulted in that the shaders could work
differently on different computers. Another great feature of Vulkan is the full
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support of multi-threading. This makes it possible to get better overall CPU usage.
By this way, we can boost older PCs’ 3D performance.

The computation in our software does not exploit the potential of Vulkan 3D
capabilities. We use it only for 2D rendering to display pictures and for texturing.
The Vulkan SDK provides tools for converting GLSL shaders [18] to SPIR-V format.
Therefore, we can reuse our shaders written for OpenGL quite easily, but their
usage is slightly different. Now our program can load in a picture and display it as a
texture on the screen. The basic effects like exposure value or brightness can be set.
According to our measurements with the new API, we reached approximately 20%
performance increment based on the used nanosec timer. However, benchmarks of
existing projects show that the difference could be up to 100%. In the future we
will work on the optimization of our Vulkan implementation. On the other hand,
all of our OpenGL shaders will be made available in Vulkan (see Figure 3).

Figure 3: Vulkan texture

5. Benchmark system

The test was carried over a desktop machine equipped with Intel Core i5-8250U @
1.60 GHz CPU and GeForce MX150 4 GB GPU.

A benchmark button was added to the graphical user interface. Our software
implements a complex test, which can now be used to determine the performance of
GPUs and CPUs per image processing modules [19]. Basically, during the bench-
mark the program renders the image multiple times applying the given effects using
both CPU and GPU processing paths (see Figure 4). The times obtained were com-
parable in magnitude. Surprisingly, we have found that simple effects (maximum
a few ten CPU cycle long) run faster on the CPU than on the GPU if they are
alone in the effect chain. As an example, the infrared or the negative effect runs
40% faster on CPU because its calculation is quite quick. With GPU computing,
transferring the image data through the buses takes more time than that we gain
because of the better computation performance. From having at least two effects
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in the chain means that the GPU will be faster in all combinations because the
transfer time become less significant in the whole process.

Figure 4: Benchmark System

Opposite to the results of Asano et al. [20], we found that even for one complex
effect the GPU is faster. Maybe the reason for this, that the graphical cards evolved
more during the last decade than the central processing units.

A local contrast effect is planned to be implemented without unwanted halo
effects and gradient reversals along edges. A local laplacian filter suits these needs
[21]. With its huge complexity, the GPU will undoubtedly have a high advantage
over CPU. We plan to make comprehensive test against the results of Gkeka et al.
[22].

6. WebAssembly

WebAssembly is a binary instruction format for stack-based virtual machines [23].
It is designed to be easily compiled from C/C++/Rust sources. Thanks to its
binary format, it can be executed at almost native speed. To make it safe, Web-
Assembly enforces the browser security settings on the programs so it can protect
us from malicious applications. With these properties, WebAssembly is a real
alternative to the widespread JavaScript [24, 25]. It is faster and what is more, it
is easier to understand. Since Qt’s 5.13.0 [26] version it is fully supported, so our
program can be built for this platform [27].

One of the hardest challenges was to make it possible to load pictures from local
resources into the program. As our program runs on the WASM stacked-machine,
originally, we could only reach the virtual machine’s filesystem. We managed to
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solve this problem based on the solution of Morten Johan Sørvig1. The program
basically uploads the selected picture into the virtual machine’s memory, then
displays it on the screen (see Figure 5). When the user finishes processing the
image, he can download it onto his computer.

Figure 5: BlackRoom running in a browser

7. Results

We are able to build BlackRoom for WebAssembly. In this way it is possible
now to use our program from a web browser. For Windows, Linux, and Android
users, we incorporated the Vulkan API which is the most promising application
programming interface with thread-friendliness and low-overhead. Users of macOS
and iOS can enjoy the benefits through the MoltenVK layer. With the customizable
memory usage, we can release our software on different devices, even having a
limited amount of available memory. The controllable kernel size also makes a
good test environment for the system’s performance. Finally, we built a benchmark
system into our application in order to illustrate the differences between the GPU
and CPU rendering paths.

8. Future Work

We are planning to implement even more image effects besides more efficiency
and memory tests. The Vulkan processing path can be enhanced to have almost
100% gain because real world applications suggest that. BlackRoom’s multi-thread

1Morten Johan Sørvig solution is available here: https://github.com/msorvig/qt-
webassembly-examples/tree/master/emscripten_localfiles, visited on 2019-10-12.
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efficiency is also subpar presently in our minimum viable product, and it shall be
increased to better reach the calculation capacity of the number of the threads of
the CPU. The complex benchmark system will be enhanced to handle Vulkan API,
as well.
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