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Abstract. The technique of determining the stability of the network synchroni-

zation functioning for each of the fragments of the synchronization network un-

der the given initial conditions is developed: failure rate, recovery intensity and 

initial conditions in which the system was located and taking into account the 

following parameters: algorithm of operation of the synchronization node; a 

way to set priorities for input interfaces (ports) of synchronization; establish-

ment of quality levels (quality level) of synchronization signals; is the network 

fragment topology. The generalized functionality of synchronization network 

stability is obtained, which determines the dependence of the reliability of the 

synchronization network on the functional dependencies between the intensities 

of failure and recovery flows, network topology, scheduling efficiency, algo-

rithms for the operation of network elements. 

Keywords: network, synchronization, topology, constancy of synchronization, 

quality of network operation, algorithm. 

1 Introduction 

Active evolutionary development of technologies leads to the creation of multiservice 

macros, which will be aimed at solving fundamentally new problems. It is not un-

common when the number of nodes that require synchronization reaches more than 

1000 in one operator, and the topological structure of the network thus becomes lat-
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tice-like. The reason for this complication of the topological structure is the expansion 

of the functionality of the equipment. Therefore, for the effective functioning of mul-

tiservice macrosets, it becomes necessary to adequately complicate the topological 

structure of network synchronization. 

One of the main tasks is to build network synchronization, the reliability of which 

should not be inferior to the reliability of the data network. Since there are mecha-

nisms in place to protect traffic from possible accidents, the synchronization network 

should be designed to take account of possible changes in the data transmission 

routes. The fulfillment of such a requirement in the synchronization networks is con-

nected with the need to build an optimal “logical” synchronization tree. The quality of 

network synchronization depends on the quality of network synchronization function-

ing in the multiservice macros 

2 Analysis of recent research and publications. 

The formation of new generation transport networks based on packet technology pos-

es a number of serious problems. The basis of these problems is the contradiction 

between the need to keep a clear queue in the transmission of streaming messages and 

the basic principle of packet technology, which is the non-compliance with the queue 

when receiving packets. Thus, it becomes urgent to solve the problem of providing 

data transmission in packet-switched networks with the same quality as that provided 

by the digital synchronous hierarchy. This actually means that you need to emulate a 

synchronous dial-up network with a packet-switched network. In addition, such a 

transport network should be transparent to any type of terminal equipment, including 

SDH, leading to the need to provide synchronization signals with the specified quality 

of the SDH edge equipment. This goal can be achieved by creating a common net-

work synchronization that will synchronize both the SDH equipment and the packet 

network equipment. When creating this network, it is necessary to take into account 

the fact that the topological structure of packet networks is much more complex than 

traditional network switched networks. For example, digital synchronous hierarchy 

networks are typically multi-ring structures, and packet networks have a lattice or star 

topology. Thus, to ensure the specified quality of the functioning of the next genera-

tion transport network, it is necessary to ensure reliable delivery of synchronization 

signals to the network equipment, which is achieved by optimal planning of network 

synchronization [1-6]. 

In the transition to multi-service macros, one of the main tasks is the task of 

building network synchronization, which should not be inferior to the data transmis-

sion network for reliability and consistency. 

Solving the scientific problem of improving the sustainability of network syn-

chronization requires the study of the dependencies of the reliability of the network 

functioning on the selected network topology, the algorithm used for the network 

element, the intensity of failures and recoveries. 

To solve this problem, consider the typical topological fragments of networks on 

which network synchronization can operate. We analyze these topological structures 



using a mathematical apparatus of the theory of Markov random processes with dis-

crete states and continuous time [8-14]. 

The main types of topological structures used in synchronization networks are 

tree and annular, which will be taken as typical for research. As a promising topology 

that can be used, a fragment with a triangular topological structure is proposed. 

The main tasks to be solved in the article are: 

 determination of a set of parameters that affect the continuity of network synchro-

nization; 

 development of recommendations for the optimal construction of network syn-

chronization based on combinations of topological structures, which consist of the 

studied fragments; 

 research of dependence of constancy of functioning of fragment of network syn-

chronization on intensity of failures, intensity of restorations and selected topolo-

gy; 

 the choice of the optimum topology, which provides the maximum stability of 

network synchronization at the given intensities of flows of failures and restora-

tions. 

 exploring the possibility of using typical fragments of a synchronization network to 

build a dynamically adaptable synchronization tree. 

As a criterion for the application of the type of topology, we consider the effi-

ciency of this fragment. We formulate the determination of the performance of the 

fragment. A fragment of a synchronization network consisting of network nodes and 

communication lines is considered operable if it is able to function with a predeter-

mined quality of the synchronization signal for a certain period of time. 

Therefore, changing the quality of the clock signal to the downside even after a 

long period of time will be considered as a disability after failure. 

2.1 Introducing of synchronization network on a base of a graph theory  

For convenience of presenting the studied graphs and formal procedures with them, at 

the levels of teaching (calculation examples) and constructing models on the PC, we 

numbered the elements of the graph. 

Concepts, definitions, notations and mathematical symbols are used in accord-

ance with the notation in graph theory [1, 3, 7, 13]. The numbering procedure is fol-

low: 

 - the vertices of the graph are numbered from 1 to 𝑚𝑣 arbitrary, 

 -where 𝑚𝑣 is the power of the set of vertices of the graph; 

 - the edges of the graph are numbered using the following algorithm: if the given 

graph and the vertices of the graph are numbered, then the variable ν is assigned a 

value 𝑚𝑣; if the vertex 𝑣𝑖 is adjacent 𝑣𝑗 to the edge 𝑙𝑖,𝑗 , then the 𝑖 < 𝑗 operation is 

performed 𝑣 = 𝑣 + 1 and this edge is assigned a number whose value is equal ν. 



2.2 Analysis of a network fragment with a triangular topological structure 

The transport network of a multi-service macro network can be considered as a set of 

typical topological fragments. These are tree, annular and triangular topological struc-

tures. To analyze the principles of building a synchronization network, consider one 

of the typical topological fragments of a transport network with a triangular topologi-

cal structure. 

A triangular topological structure is a minimal, fully connected structure that as-

sumes a closed loop. Also, this structure provides three independent sources of syn-

chronization. Let us evaluate the possibility of maintaining a given quality of func-

tioning of network synchronization, which can be represented by a triangular topolo-

gy (Fig. 1). When evaluating the quality of network synchronization, the effect on the 

selected topological fragment of failure and recovery streams having Poisson distribu-

tion is taken into account. 

 
Fig. 1. Scheme of network synchronization fragment 

 

ME-1, ME-2, ME-3 - the network element of the clock network; 1 - synchroni-

zation route; PC is the region of synchronization. 

For a formal description of the fragment of the synchronization network, we use 

graph theory (Fig. 2). 

 
Fig. 2. Representation of a triangular topological structures in the form of a graph 
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𝑣1, 𝑣2, 𝑣3 - vertices of the graph representing the nodes of the clock network; 𝑙1,2, 𝑙2,3, 

𝑙1,3 - edges of the synchronization graph representing the track between the nodes of 

the studied fragment; 𝑙1,4, 𝑙2,5, 𝑙3,6 - edges of the synchronization graph, representing 

the route between the nodes of the study fragment and external to the given fragment 

nodes. 

3 Generalizing algorithm for analyzing the performance of an 

arbitrary topology synchronization network fragment 

The purpose of developing a generalization algorithm is the need of evaluating 

of the performance of synchronization network fragment by generalizing of the algo-

rithms to specific configurations [13-18]. 

Let the network fragment have a finite number of discrete states, and failures 

and recoveries in that fragment occur at random times. Thus, the operation of an arbi-

trary fragment of the clock network may be represented by a random process with a 

finite number of discrete states, and continuous time. 

Assume that all flows that translate the studied fragment from one state to anoth-

er - Poisson and independent, resulting in a random process of transitions from one 

state to another under the action of flows of failures and recoveries, is a Markov pro-

cess with discrete states and infinite time. 

Given these assumptions, it is possible to present a generalized algorithm in the 

form of a sequence of steps. 

Step 1. Let`s present the explored fragment in the form of a graph, in which the 

vertices of the graph correspond to the network elements and the edges of the graph 

are the connections between the network elements. Let's carry out the procedure of 

numbering the graph. 

Step 2. Let`s define a complete group of incompatible events, that determine all 

possible states of an arbitrary fragment of the network. 

Step 3. Determine the functions of the intensities of the failure flows and the res-

toration flows of the species 𝜆𝑖𝑗(𝑡) and 𝜇𝑗𝑖(𝑡) which translate the studied fragment 

from one possible state to another (for example, from the state 𝑆𝑖 in 𝑆𝑗). 

Step 4. Using a group of incompatible events, we construct a marked graph of 

the states of the network fragment. 

Step 5. On the basis of the marked graph, we construct a system of differential 

equations using the following mnemonic rule: the derivative of the probability of any 

state is equal to the sum of all the streams of probabilities that transfer the system to 

this state, minus the sum of all the streams of probabilities that derive the system from 

this state, and exactly: 

𝑑𝑝𝑖(𝑡)

𝑑𝑡
= ∑ 𝑝𝑗(𝑡)

𝑛

𝑗=1

∙ 𝜇𝑗𝑖(𝑡) − 𝑝𝑖 ∙ ∑ 𝜆𝑖𝑗(𝑡) ;   (𝑖 = 1, 2, … , 𝑛)

𝑛

𝑗=1

              (1) 

Step 6. Determination of the probability of finding the network in one of the 

possible states by solving the system of differential equations (1). 



Step 7. Determination of the condition that leads to the loss of performance of 

the fragment of the clock network, taking into account the following parameters and 

criteria defining the concept of "performance": 

 algorithm of operation of the synchronization node; 

 a way to set priorities for input interfaces (ports) of synchronization; 

 establishment of quality levels (quality level) of synchronization signals; 

 is the network fragment topology. 

For example, for a triangular fragment, this condition is expressed by formula 

(2). 

Step 8. Divide all incompatible events into two groups. The first group of events 

includes those events that do not significantly affect the quality of the network. The 

second group of events includes those events, each of which leads to a loss of network 

performance. 

Step 9. Determining the probability of finding a fragment of the clock network 

in a working or inoperable state, taking into account the distribution of states by 

groups. 

𝑃(𝑀𝑇𝑝) = ∑ 𝑝𝑘

𝑘

+ ∑ 𝑝𝑚 ;                  (2)

𝑚

 

where k is the index for the states in the group corresponding to the performance of 

the fragment; 

m is the index for the states in the group corresponding to the disability of the 

fragment; 

n = k+m is the number of independent states of the marked graph of the system. 

4 Comparative analysis of the functioning of fragments of the 

synchronization network 

Let us perform a comparative analysis of the investigated fragments of the syn-

chronization network (triangular, tree, annular), based on the above relations  for the 

probability of finding each fragments in working condition. 

In the first step, we determine the reliability of each fragment, provided that the 

failure rates and the recovery rates of the data of the fragments of the synchronization 

network are equal, that is:  

𝜆𝑇𝑟 = 𝜆𝐷𝑟 = 𝜆𝐾  

𝜇𝑇𝑟 = 𝜇𝐷𝑟 = 𝜇𝐾 

We introduce the definition of the structural reliability of the clock network. The 

structural reliability of the clock synchronization network means the objective proper-

ty of the network to provide connectivity between the nodes of the network with the 

quality of the synchronization signal is not worse than specified. With respect to the 

studied fragments of the clock synchronization network, structural reliability is de-

fined as the probability of finding the fragment of the clock network in a working 

state by formulas (3.31), (3.43), (3.55). 

The structural reliability of the synchronization network in general is a function 

dependent on the intensity of the failure stream, the intensity of the recovery stream, 



the topology, and the algorithm of operation of the node of the clock synchronization 

network. Thus, structural reliability can be represented in the following form: 

𝑃 = 𝑓[𝜆𝑖(𝑡), 𝜇𝑖(𝑡), 𝑅𝑗(𝑡), 𝐹𝑘], 

where 𝜆𝑖(𝑡) – a bounce rate function that affects the i-th element of a network frag-

ment; 

𝜇𝑖(𝑡) – the intensity of the failure flow that affects the i-th element of the net-

work fragment; 

𝑅𝑗(𝑡) – the topology of the fragment under study (j = 13, where j = 1 corre-

sponds to a triangular fragment, j = 2 to a tree fragment, j = 3 to a circular fragment); 

 

 - type of used algorithm, where k = 13, where k = 1 corresponds to the al-

gorithm of operation of the synchronization nodes based on the priority tables, k = 2 

corresponds to the algorithm of operation of the synchronization nodes based on the 

status messages, k = 3 corresponds to the algorithm of the operation of clock synchro-

nization nodes with synchronization programmable delay. 

Consider the dependence of the change in the structural reliability of the frag-

ments of the synchronization network on the failure rate and the fragment topology, 

subject to the following conditions: 1) the intensity of the flow of restoration is con-

stant and equal to 1; 2) the clock nodes function according to the ideal algorithm, that 

is, there is no influence of the algorithm on the structural reliability. 

We set the initial value of the failure rates to be 0.8 with a step change of 0.02. 

Using a generalized algorithm, we determine the structural constancy of which of the 

analyzed fragments is higher. 

The results of calculations of the dependence of the structural constancy of the 

fragment of the synchronization network on the failure rate and the fragment topology 

are shown in Fig. 3. 

The probability of a fragment being in a working state if µ = 1 

 

 
Intensity of failure flow, λ 

 

Fig. 3. Dependences of the structural constancy of the synchronization network fragment on the 

failure rate and the fragment topology 
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Consider an example of using a generalization algorithm to select the optimal 

topology of a fragment of a synchronization network in some real situations, corre-

sponding to the typical conditions of operation of network synchronization. 

Case 1. One of the edges coming from the source has a higher fault tolerance. 

Increased fault tolerance is ensured by the intracranial location of the rib between the 

node and the reference source. This situation occurs in many cases in synchronization 

networks. To choose the optimal topology we use the proposed method. We will se-

lect as an edge with high resilience the element at number 6 (Fig. 3.5, 3.9, 3.11 - for a 

triangular, tree and annular fragment, respectively). Let the intensity of the bounce 

flow attributed to this element 𝜆6 = 0.8, and the intensity of the recovery stream 

𝜇6 = 1.0. For all the last edges, set the initial value of the failure rate to be 0.8 with a 

step change of 0.02, and the intensity of the recovery stream to be constant and equal 

to 1.0. Using the proposed generalization algorithm, let's determine how profitable it 

is to use a particular topology. 

The results of the calculation are given in the form of the dependence of struc-

tural constancy on the intensity of the failure flow in Fig. 4. 

The probability of a fragment being in a working state if µ = 1 and λ6 = 0.8 

 

 
Intensity of failure flow, λ 

Fig. 4. The dependence of structural constancy on the failure rate, if one of the edges has a 

higher fault tolerance. 

 

Case 2. Two fins from the signal sources have increased fault tolerance. This sit-

uation occurs in synchronization networks when using two geographically spaced 

synchronization signal sources. Increased fault tolerance is ensured by the intracranial 

location of the rib between the node and the reference source. We choose elements 

with numbers 6 and 8 as ribs with high fault tolerance (Fig. 3.5, 3.9, 3.11 - for trian-

gular, tree and annular fragment respectively). Let the intensity of the failure flow that 

these elements account for is 6 = 0.8, 8 = 0.8, and the intensity of the recovery 

stream 6=9=1.0. For all the last edges, set the initial value of the failure rate to be 

0.8 with a step change of 0.02, and the intensity of the recovery stream to be constant 

and equal to 1.0. Using the proposed generalization algorithm, let us determine how 

profitable it is to use a particular topology. 

The results of the calculation are given in the form of the dependence of struc-

tural constancy on the intensity of the failure flow in Fig. 5. 

The probability of a fragment being in a working state if µ = 1, (λ6 = λ8 = 0.8). 
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Case 3. All edges from the sources have a slight excess in fault tolerance. This 

situation occurs, for example, when constructing multi-ring circuits, or at a relative 

distance of the tree fragment from the source, or when there is a need to synchronize 

the network from GPS receivers in conditions where there is no guarantee of high 

reliability of the communication channel due to the distortion of the signal transmitted 

from the satellite. Then select for the elements 6, 8, 9 = 1.1, and for 6, 8, 9 = 

1.0. For all the last edges, set the initial value of the failure rate to be 1.001 with a step 

change of 0.2, and the intensity of the recovery flow constant to 1.0. Using the pro-

posed generalization algorithm, let us determine how profitable it is to use a particular 

topology. 

 

 
Intensity of failure flow, λ 

 

Fig. 5. The dependence of structural constancy on the intensity of the failure flow if the two 

edges have increased fault resistance 

 

The results of the calculation are given in the form of the dependence of struc-

tural constancy on the intensity of the failure flow in Fig. 6. 

The probability of a fragment being in a working state if µ = 1, λ4 = λ8 = λ9 = 0.9 

 

 
Intensity of failure flow, λ 

 

Fig. 6. The dependence of structural constancy on the intensity of the failure flow, if all the 

edges from the sources have a slight excess in failure resistance 
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In all cases, a fragment with a triangular structure has a higher fault tolerance, 

also in case 2, the use of a triangular fragment is impractical because the gain on fault 

tolerance is less than the loss in value. 

5 Conclusions 

A method for determining the stability of network synchronization functioning 

for each of the fragments of the synchronization network was developed under the 

given initial conditions: failure rate, recovery rate and initial conditions in which the 

system was located and taking into account the following parameters: - algorithm of 

operation of the synchronization node; - a way to set priorities for input interfaces 

(ports) of synchronization; - establishment of quality levels (quality level) of synchro-

nization signals; is the network fragment topology. 

Determined conditions for the loss of performance of the fragment of the net-

work synchronization with the parameters and criteria that define the concept of "per-

formance" and that allows to attribute all possible states of the network fragments to 

one of two groups: "fragment capable" or "fragment inoperable" in the presence of 

restrictions in the form independence of the fragment operation from the algorithm of 

operation of the synchronization node. 

The definition of these conditions makes it possible to obtain the value of the 

theoretical limit of constancy of functioning of the fragment of the synchronization 

network. The limit value obtained is the maximum in terms of the quality of the net-

work's operation and is called the upper bound. It is to the upper limit that the func-

tional fragment of the network fragment approaches. 

A generalized technique for determining the functional capacity for a fragment 

of a network of synchronization of any topology is developed, which allows: 

- to determine the possibility of using these fragments as basic for the construc-

tion of a dynamically adaptable synchronization tree; 

- determine the values of the parameters on the basis of which it is possible to 

make the choice of the optimal topology; 

- identify options for using promising topological structures. 

A comparative analysis of triangular, tree and annular fragments of the synchro-

nization network is carried out in terms of structural stability of the network synchro-

nization in the absence of influence of the algorithm of functioning of the synchroni-

zation network node on the structural constancy. 

The results of the study showed that in all cases, a fragment with a triangular 

structure can be used in synchronization networks, because it has a higher fault toler-

ance, but in some cases the use of a triangular fragment is impractical due to the fact 

that the gain in fault tolerance is less than the loss in value. 



The generalized functionality of synchronization network stability is obtained, 

which determines the dependence of the reliability of the synchronization network on 

the functional dependencies between the intensities of failure and recovery flows, 

network topology, scheduling efficiency, algorithms for the operation of network 

elements. 
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