


y. In this case, it is clear that it is important to endow the agents with the ability of explain their decisions,
that is, to explain how and why a certain desire became (or not) an intention.

In the case of BDI agents, the path of this explanation is made up of only one step, which happens because in
BDI agents there are only two stages in the intention formation process: desires and intentions. This means that
there is a lack of a fine-grained analysis of this process, which may improve and enrich the informational quality
of the explanations. An extended model for intention formation has been proposed by Castelfranchi and Paglieri
[CP07], which was named the Belief-based Goal Processing model (let us denote it by BBGP). The BBGP
model has four stages: (i) activation (denoted ac)1, (ii) evaluation (denoted ev), (iii) deliberation (denoted de),
and (iv) checking (denoted ck). Consequently, four different statuses for a goal are defined: (i) active (=desire
and denoted ac), (ii) pursuable (denoted pu), (iii) chosen (=future-directed intention and denoted ch) and (iv)
executive (=present-directed intention and denoted ex). When a goal passes the activation (resp. evaluation,
deliberation, checking) stage, it becomes active (resp. pursuable, chosen, executive).

Figure 1 shows a general schema of the goal processing stages, the necessary beliefs, and the status of a goal
after passing each stage. In this article, a status before the active one is also considered, it is called sleeping
status2.
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Figure 1: Schema of the goal processing stages and the status of a goal after passing each stage.

Against this background, the aim of this article is to formalize the BBGP model from the activation stage until
the checking stage and to endow BBGP-based agents with explainability abilities. Thus, the research questions
that are addressed in this article are: (i) how to formalize the BBGP model by integrating the activation,
evaluation, deliberation, and checking stages? and (ii) how to endow BBGP-based agents with the ability of
generating explanations?

In addressing the first question, we will use argumentation, which is a process of constructing and comparing
arguments considering the conflicts – which are called attacks – among them. The output of argumentation
process is a set (or sets) of arguments – called extensions – which are internally consistent [Dun95]. In the
intention formation process or goal processing, arguments can represent reasons for a goal to change (or not) its
status. Thus, one can see the intention formation process as a decision-making process, where an agent has to
decide which goal(s) passes a given stage and which does not. Adopting an argumentation-based approach in
a decision making problem has some benefits on the explainability. For example, a (human) user will obtain a
“good” choice along with the reasons underlying this recommendation. Besides, argumentation-based decision-
making is more similar with the way humans deliberate and finally make a choice [OMT10]. Regarding the
second question, we endow agents with an structure to save the reasoning path, based on which explanations
can be generated.

Figure 2 shows an overview of our approach, concretely it shows all the possible transitions of a goal from its
sleeping status until it becomes executive, which depends on the arguments generated in each stage. We also
consider the status cancelled, which happens under some circumstances that are briefly mentioned in the legend.

Next section presents the work that has been done so far, including the formalization of argumentation-based
agents and our proposal for generating partial and complete explanations. Section 3 enumerates the main future
direction of our research. Section 4 presents the main related work. Finally, Section 5 is devoted to conclusions.

2 What has been done so far

In this section, we present the work that has been done so far. Thus, we introduce (i) the building blocks for both
the argumentation-based formalization and the mechanism for generating explanations, (ii) the argumentation
process for goal processing, and (ii) the mechanism for the generation of complete and partial explanations3.

1Hereafter, these notations are used for differentiate the stages and the statuses of goals.
2Sleeping is a status of a goal that is proposed in [Cas08] to refer to goals that have not been activated yet.
3The first two points were presented in [MEPPGT19] and the last point was presented in [MEPT19].
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Figure 2: Life-cycle of goals.

2.1 Preliminaries

In this paper, BBGP-based agents use rule-based systems4 as their basic reasoning model. The underlying logical
language – denoted by L – consists of a set of literals5 in first-order logical language. We represent non-ground
formulae with Greek letters (ϕ,ψ, ...), variables with Roman letters (x, y, ...) and we name rules with r1, r2, ....
Strict rules are of the form r = ϕ1, ..., ϕn → ψ, and defeasible rules are of the form r = ϕ1, ..., ϕn ⇒ ψ. Thus,
a theory is a triple T = 〈F ,S ,D〉 where F ⊆ L is a set of facts, S is a set of strict rules, and D is a set of
defeasible rules. New information is produced from a given theory by applying the following concept, which was
given in [AB13].

Definition 1. (Derivation schema) Let T = 〈F ,S ,D〉 be a theory and ψ ∈ L. A derivation schema for ψ
from T is a finite sequence T = {(ϕ1, r1), ..., (ϕn, rn)} such that:

- ϕn = ψ
- for i = 1...n, ϕi ∈ F and ri = ∅, or ri ∈ S ∪D

Based on a derivation scheme T , the following sets can be defined: SEQ(T ) = {ϕ1, ..., ϕn}, FACTS(T ) = {ϕi|
i ∈ {1, ..., n}, ri = ∅}, STRICT(T ) = {ri|i ∈ {1, ..., n}, ri ∈ S}, DEFE(T ) = {ri|i ∈ {1, ..., n}, ri ∈ D}

2.2 Building Blocks

From L, we distinguish the following finite sets:
- F is the set of facts of the agent and
- G is the set of goals of the agent.
F and G are subsets of ground literals from the language L and are pairwise disjoint. Besides, G = Gac ∪

Gpu ∪ Gch ∪ Gex, where Gac (resp. Gpu, Gch, Gex) stands for the set of active (resp. pursuable, chosen, executive)
goals. It holds that Gx ∩ Gy = ∅, for x, y ∈ {ac, pu, ch, ex} with x 6= y.

Other important structures are rules, which express the relation between beliefs and goals. Rules can be
classified in standard and non-standard rules (activation, evaluation, deliberation, and checking rules). The
former are made up of beliefs in both their premises and their conclusions and the latter are made up of beliefs
in their premises and goals or beliefs about goals in their conclusions. Both standard and non-standard rules
can be strict or defeasible rules. Standard rules can be used in any of the stages of the goal processing whereas
non-standard rules are distinct for each stage. Thus, we have:
- Standard rules (rst):

∧
ϕi → φ (or

∧
ϕi ⇒ φ).

- Activation rules (rac):
∧
ϕi → ψ (or

∧
ϕi ⇒ ψ).

- Evaluation rules (rev):
∧
ϕi → ¬ψ (or

∧
ϕi ⇒ ¬ψ).

- Deliberation rules: r1de = ¬has incompatibility(g)→ chosen(g)
r2de : most valuable(g)→ chosen(g)

- Checking rule : rck = has plans for(g) ∧ satisfied context for(g)→ executive(g)

Where ϕi and ψ denote non-ground literals that represent beliefs and goals, respectively. g denote ground

4Rule-based systems distinguish between facts, strict rules, and defeasible rules. A strict rule encodes strict information that has
no exception, whereas a defeasible rule expresses general information that may have exceptions.

5Literals are defined as positive or negative atoms where an atom is an n-ary predicate.



literals that represent a goal6. Notice that standard, activation, and evaluation rules are designed and entered
by the programmer of the agent, and their content is domain-dependent. Otherwise, rules in deliberation and
checking stages are pre-defined and domain-independent. Finally, let Rst,Rac,Rev,Rde, and Rck denote the
set of standard, activation, evaluation, deliberation, and checking rules, respectively. Next, we define the theory
of a BBGP-based agent.

Definition 2. (BBGP-based Agent Theory) A theory is a triple T = 〈F ,S ,D〉 such that: (i) F is the
set of beliefs of the agent, (ii) S = RSst ∪ RSac ∪ RSev ∪ RSde ∪ RSck is the set of strict rules, and (ii) D =
RDst ∪RDac ∪RDev ∪RDde ∪RDck is the set of defeasible rules, where Rx = RSx ∪RDx (for x ∈ {st, ac, ev, de, ck}). It
holds that RSx ∩RDx = ∅.

From a theory, a BBGP-based agent can build arguments. There are two categories of arguments. The first
one – called epistemic arguments – justifies or attacks beliefs, while the other one – called stage arguments –
justifies or attacks the passage of a goal from one stage to another. There is a set of arguments for each stage of
the BBGP model.

Definition 3. (Arguments) Let T = 〈F ,S ,D〉 be a BBGP-based agent theory and T ′ = 〈F ,RSst,RDst〉 and
T ′′ = 〈F ,S ′′,D′′〉 be two sub-theories of T , where S ′ = S \RSst and D′ = D \RDst. An epistemic argument
constructed from T ′ is a pair A = 〈T, ϕ〉 such that:

(1) ϕ ∈ L
(2) T is a derivation schema for ϕ from T ′

On the other hand, a stage argument constructed from T ′′ is a pair A = 〈T, g〉 such that:
(1) g ∈ G
(2) For the activation and evaluation stages: T is a derivation schema for g from T ′′. For the deliberation

stage: T is a derivation schema for chosen(g) from T ′′. For the checking stage: T is a derivation schema for
executive(g) from T ′′.

For both kinds of arguments, it holds that SEQ(T ) is consistent7 and T must be minimal8. Finally, ARGep,
ARGac, ARGev, ARGde, and ARGck denote the set of all epistemic, activation, evaluation, deliberation, and checking
arguments, respectively. As for notation, CLAIM(A) = ϕ (or g) and SUPPORT(A) = T denote the conclusion and
the support of an argument A, respectively.

An argument may have a set of sub-arguments. Thus, an argument 〈T ′, ϕ′〉 is a sub-argument of 〈T, ϕ〉
iff FACTS(T ′) ⊆ FACTS(T ), STRICT(T ′) ⊆ STRICT(T ), and DEFE(T ′) ⊆ DEFE(T ). SUB(A) denotes the set of all
sub-arguments of A.

Stage arguments built from T constitute a cause for a goal changes its status. However, it is not a proof that
the the goal should adopt another status. The reason is that an argument can be attacked by other arguments.
Two kinds of attacks are distinguished: (i) the attacks between epistemic arguments, and (ii) the mixed attacks,
in which an epistemic argument attacks a stage argument. The former is defined over ARGep and is captured by
the binary relation attep ⊆ ARGep × ARGep. The latter is defined over ARGep and ARGx (for x ∈ {ac, ev, de, ck});
and is captured by the binary relation attmx ⊆ ARGep × ARGx. For both kinds of attacks, (A,B) ∈ attmx (or
(A,B) ∈ attep) denotes that there is an attack relation between arguments A and B. Next definition captures
both kinds of attacks; thus, rebuttal may occur only between epistemic arguments and undercut may occur in
both kinds of attacks.

Definition 4. (Attacks) Let 〈T ′, ϕ′〉 and 〈T, ϕ〉 be two epistemic arguments, and 〈T, g〉 be a stage argument.
〈T ′, ϕ′〉 rebuts 〈T, ϕ〉 if ϕ = ¬ϕ′. 〈T, ϕ〉 undercuts 〈T ′,¬ϕ′〉 (or 〈T, g〉) if ϕ′ ∈ FACTS(T ).

From epistemic and stage arguments and the attacks between them, it is generated a different Argumentation
Framework (AF) for each stage of the BBGP model.

Definition 5. (Argumentation Framework) An argumentation framework AFx is a pair AFx = 〈ARG, att〉
(x ∈ {ac, ev, de, ck}) such that:

• ARG = ARGx ∪ ARG′ep ∪ SUBARGS , where ARGx is a set of stage arguments, ARG′ep = {A | A ∈ ARGep and
(A,B) ∈ attmx or (A,C) ∈ attep}, where B ∈ ARGx and C ∈ ARG′ep, and SUBARGS =

⋃
A∈ARGx,A∈ARG′ep

SUB(A).

6In any of the states of the goal processing, a goal is represented by a ground atom. However, before a goal becomes active, it
has the form of a non-ground atom; in this case, we call it a sleeping goal. Thus, ψ is a sleeping goal and g a goal in some status.

7A set L′ ⊆ L is consistent iff @ϕ,ϕ′ ∈ L′ such that ϕ = ¬ϕ′. It is inconsistent otherwise.
8Minimal means that there is no T ′ ⊂ T such that ϕ (g, chosen(g), or executive(g)) is a derivation schema of T ′.



• att = att′ep ∪ att′mx, where att′ep ⊆ ARG′ep × ARG′ep and att′mx ⊆ ARG′ep × ARGx.

The next step is to evaluate the arguments that make part of the AF. This evaluation is important because
it determines which goals pass (acceptable goals) from one stage to the next. The aim is to obtain a subset of
ARG without conflicting arguments. In order to obtain it, we use an acceptability semantics, which return one or
more sets – called extensions – of acceptable arguments. The fact that a stage argument belong to an extension
determines the change of status of the goal in its claim. Next, the main semantics introduced by Dung [Dun95]
are recalled9.

Definition 6. (Semantics) Let AFx = 〈ARG, att〉 be an AF (with x ∈ {ac, ev, de, ck}) and E ⊆ ARG:
- E is conflict-free if ∀A,B ∈ E , (A,B) /∈ att or (B,A) /∈ att
- E defends A iff ∀B ∈ ARG, if (B,A) ∈ att, then ∃C ∈ E s.t. (C,B) ∈ att.
- E is admissible iff it is conflict-free and defends all its elements.
- A conflict-free E is a complete extension iff we have E = {A|E defends A}.
- E is a preferred extension iff it is a maximal (w.r.t the set inclusion) complete extension.
- E is a grounded extension iff is a minimal (w.r.t. set inclusion) complete extension.
- E is a stable extension iff E is conflict-free and ∀A ∈ ARG, ∃B ∈ E such that (B,A) ∈ att.

2.3 Partial and Complete Explanations

In order to able to generate partial and complete explanations, a BBGP-based agent needs to store information
about the progress of his goals, that is, the changes of the statuses of such goals and the causes of these changes.
The latter are stored in each AF in form of accepted arguments; however, the former cannot be stored in an
AF. Thus, we need a structure that saves both the status of each goal and the AF that supports this status.
Considering that at each stage, the agent generates arguments and attacks for more than one goal – which are
stored in each AFx – and we only need those arguments and attacks related to one goal, we have to extract
from AFx such arguments and attacks. In other words, we need to obtain a sub-AF.

Definition 7. (Sub-AF) Let AFx = 〈ARG, att〉 (with x ∈ {ac, ev, de, ck}) be the an AF and g ∈ G a goal. An
AF AF ′

x = 〈ARG′, att′〉 is a sub-AF of AFx (denoted AF ′
x v AFx), if ARG′ ⊆ ARG and att′ = att⊗ ARG′, s.t.:

- ARG′ = {{A|A ∈ ARGx, CLAIM(A) = g} ∪ {B|(B,A) ∈ attmx or (B,C) ∈ att′ep}, where B ∈ ARGep, C ∈
ARG′ep, att

′
ep ⊂ att′, and ARG′ep ⊂ ARG′}}, and

- att⊗ ARG′ returns a subset of att that involves just the arguments in ARG′.

Next, we define a structure that stores the causes of the change of the status of a goal, which must be updated
after a new change occurs. We can see this structure as a table record, where each row saves the status of a goal
along with the AF that supports such status.

Definition 8. (Goal Memory) Let AFx = 〈ARG, att〉 be an AF (with x ∈ {ac, ev, de, ck}), AF ′
x v AFx a

sub-AF, and g ∈ G a goal. The goal memory GMg for goal g is a set of ordered pairs (STA, REASON) such that:

• STA ∈ {ac, pu, ch, ex,not ac, not pu, not ch, not ex} where
{ac, pu, ch, ex} represent the status g attains due to the arguments in REASON whereas

{not ac, not pu, not ch, not ex} represent the status g cannot attain due to the arguments in REASON.

• REASON = AF ′
x v AFx is a sub-AF whose selected extension supports the current status of g.

Let GM+ be the set of all goal memories and NUM REC : GM+ → N a function that returns the number of
records of a given GM. From the goal memory structure, the partial and complete explanation can be generated.

Definition 9. (Partial and Complete Explanations) Let g ∈ G be a goal, GMg the memory of g, and
AFac, AFev, AFde, and AFck the four argumentation frameworks involved in the goal processing. Besides, let
x ∈ {ac, pu, ch, ex} denote the current status of g:

- A complete explanation CEg for g ∈ Gx is obtained as follows: CEg =
⋃i=NUM REC(GMg)

i=1 REASONi, where
REASONi v AFac, REASONi v AFev, REASONi v AFde, and REASONi v AFck.

- A partial explanation PEg is obtained as follows: PEg =
⋃i=NUM REC(GMg)

i=1 Ei, where Ei is the selected extension
obtained from REASONi.

9It is not the scope of this article to study the most adequate semantics for goal processing or the way to select an extension
when more than one is returned by a semantics.



This means that complete explanations include the arguments that support and attack the pass of a goal to
the next stage whereas partial explanations only include the supporting arguments.

Example 1. Considering the scenario presented in the Introduction section, suppose that BOB is a rescue robot
whose goal memory for goal g2 = take hospital(patient1) (that is, GMg2) is shown in the following table10.

STA REASON

ac AFg2
ac = 〈{A2

ac,A
3
ac,A

7
ep,A

2
ep,A

3
ep,A

9
ep,A

5
ep,A

8
ep}, {(A8

ep,A
2
ac), (A

7
ep,A

8
ep), (A

8
ep,A

7
ep), (A

9
ep,A

8
ep)}〉

pu AFg2
ev = 〈{A1

ev,A
11
ep,A

6
ep}, {(A11

ep,A
1
ev), (A

11
ep,A

6
ep), (A

6
ep,A

11
ep)}〉

ch AFg2
de = 〈{A1

de,A
12
ep}, {}〉

ex AFg2
ck = 〈{A1

ck,A
13
ep,A

11
ep}, {}〉

Now suppose that at end of a rescue day, BOB is interrogated by a supervisor with the following question:
WHY(g2, ac), which in natural language would be: Why did you decide to activate the goal “taking patient1 to the
hospital?”. Considering GMg2 , the complete explanation is:
CEg2 = AFg2

ac = 〈{A2
ep,A

3
ep,A

5
ep,A

7
ep,A

8
ep,A

9
ep,A

2
ac,A

3
ac}, (A8

ep,A
2
ac), {(A7

ep,A
8
ep), (A

8
ep,A

7
ep), (A

9
ep,A

8
ep)}〉

In natural language, this would be the answer: patient1 had a fractured bone (A2
ep), the fractured bone was

of his arm (A3
ep), and it was an open fracture (A5

ep). Given that he had a fractured bone, he might be considered

severe injured (A7
ep); however, since such fracture was of his arm, it might not be considered a severe injure (A8

ep).
Finally, I noted that it was an open fracture, which determines – without exception – that it was a severe injury
(A9

ep). For these reasons I decided to activate the goal taking him to the hospital (A2
ac,A

3
ac).

On the other hand, for generating the partial explanation BOB uses the arguments that are part of the a
preferred extension. Thus, he answers with: PEg2 = {A2

ep,A
3
ep,A

5
ep,A

7
ep,A

9
ep,A

2
ac,A

3
ac}.

In natural language he would give the following answer: patient1 had a fractured bone (A2
ep), the fractured bone

was of his arm (A3
ep), and it was an open fracture (A5

ep); therefore, he was severely injured (A7
ep,A

9
ep). Since he

was severely injured I took him to the hospital (A2
ac,A

3
ac).

3 What still needs to be done

Next, we present some future research directions of this work:

• Considering Figure 2, goals can go forward in the intention formation process and also can go back, they
can even become cancelled. For example, a chosen goal can return to a previous status like pursuable or
active. We have briefly given an idea about the reasons for a goal lose its current status; however, there is
no formalization about it and there is not a mechanism that controls the life-cycle depicted in Figure 2.

• We have considered an additional status (cancelled); however, it is important study if there is the need of
another statuses (like suspended of [BPML04]). The inclusion of new statuses impacts on explainability
skills of the agents; however, it also makes the model more complex. So, there is also a need for a further
study about it and about how the dynamic between the statuses could be.

• We have focused on achievement (or procedural) goals11; however, maintenance and declarative goals12 are
also considered in the evaluation stage of the BBGP model. According to the BBGP model, maintenance
goals are also evaluated to determine if a goal becomes or not pursuable. For example, one goal of human
beings is to be happy and it is a goal that is permanently active. If a person is already happy, this goal does
not becomes pursuable because it is not necessary to do something to achieve it; on the other hand, if the
person is not happy, this goal becomes pursuable because the person has to do something to achieve his/her
happiness. BBGP-based agents also evaluate goals that depend on other agents, that is, the achievement
of an state of the world depends on the actions execution of other agents. Therefore, declarative goals are
used to evaluate a certain state of the world.

10Due to the lack of space, we are not going to explain the entire example; however, the reader can find it in [MEPT19].
11A goal is called procedural when there is a set of plans for achieving it. This differs from declarative ones, which are a description

of the state sought [WPHT02].
12Unlike achievement goals, maintenance goals define states that must remain true, rather than a state that is to be achieved

[DHT06].



• During deliberation stage, BBGP-based agents have to identify possible incompatibilities between pursuable
goals and resolve such incompatibilities in order to determine those goals become chosen. This problem was
briefly tackled in [MEPPGT17] and extended in [MENP+19]; however, it was not integrated in the BBGP-
based agents architecture. Besides, based on [MENP+19], it is possible to improve and add new deliberations
rules. This in turn may enrich the explanations generated by BBGP-based agents.

• In [MENPT19], we have took into account uncertainty for identifying and dealing with incompatibilities
among goals. It would be interesting to also consider uncertainty in the elements of activation, evaluation,
deliberation rules rules. How would this impact on the results? How would this impact on the explainability
skills of agents?

• Regarding the generated explanations, there is still a lot to work to do. We have proposed two kinds
of explanations; however, it is necessary to study how to deal with complex questions, which require more
elaborate and adequate explanations. In this sense, a “good” explanation may include elements from different
AFs, which elements? how to organize them? What else should be taken into account for generating an
explanation?

4 Related Work

Since XAI is a recently emerged domain in Artificial Intelligence, there are few reviews about the works in
this area. In [ANCF19], Anjomshoae et al. make a Systematic Literature Review about goal-driven XAI,
i.e., explainable agency for robots and agents. According to them, there are very few works tackle inter-agent
explainability. One interesting research question was about the platforms and architectures that have been used
to design Explainable Agency. Their results show that 9% implemented their explanations in BDI architecture.
In [BHH+10] and [HvdBM10], the authors focus on generating explanations for humans about their goals and
actions. They construct a tree with beliefs, goals, and actions, from which they explanations are constructed.
Unlike our proposal, their explanations do not detail the progress of the goals and are not complete in the sense
that do not express why an agent did not commit to a given goal.

Finally, Sassoon et al. [SSKP19] propose an approach of explainable argumentation based on argumentation
schemes and argumentation-based dialogues. In this approach, an agent provides explanations to patients (human
users) about their treatments. In this case, argumentation is applied in a different way than in our proposal and
with other focus, they generate explanations for information seeking and persuasion.

5 Final Remarks

This article presented an approach for explainable agency based on argumentation theory. The chosen architec-
ture was the BBGP model, which can be considered an extension of the BDI model. Our objective was that
BBGP-based agents be able to explain their decision about the statuses of their goals, especially those goals
they committed to. In order to achieve our objectives, we equipped BBGP-based agents with a structure and a
mechanism to generate both partial and complete explanations.

Furthermore, we presented an agenda about some future research directions. Currently, we are working on
integrating the identification and resolution of incompatibilities to the whole BBGP-based agent architecture.
We are also extending the set of deliberation rules in order to produce more detailed explanations. Finally, we
are working on the implementation of the initial proposal.
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