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In description logics (DLs), a module describes a subset of an ontology that
preserves certain properties w.r.t. a given signature of concept and role names.
Originally motivated by ontology reuse, ontology modularity has been widely
used in different areas, such as in debugging or to improve reasoning. In this
paper, we focus on applications in ontology analysis and ontology reuse, and
consider a module notion based on deductive inseparability [6,12], also known
as concept inseparability [9]. We call these modules deductive modules, but they
have also been investigated under different names, such as basic modules [2] and
subsumption modules [3].

Definition 1. Let L be a DL, O an ontology and Σ a signature. Then, a subset
M⊆ O is a deductive 〈L, Σ〉-module of O w.r.t. Σ iff for every L-axiom α with
signature sig(α) ⊆ Σ, we have that O |= α iff M |= α.

For deductive modules, not only the DL in which the ontology is formulated
is relevant, but also the DL of the entailments we want to preserve. We focus
on the DLs ALC and ALCH for the ontology and the entailments, as well as
extensions with universal roles .

Different applications motivate different additional properties that a module
should have. In ontology analysis, an ontology engineer might want to use mod-
ules to exhibit what an ontology states about some names of interest. For this,
seeing as few axioms as necessary is usually desirable. Subset-minimality is thus
a useful requirement for this use case. Rather than exhibiting what is stated, he
might also want to exhibit where information is stated, and see all axioms that
contribute to entailments in the selected signature. We cover this requirement
under the notion of a complete deductive module. Usually, the module will use
more names than are specified in the provided signature Σ. The ontology en-
gineer might thus be interested to know why the axioms belong to a module,
and how they contribute to entailments in the signature. For standard reasoning
services, the necessity of explaining inferences has long been understood and
implemented under the service of justification [1]. Our approach for computing
deductive modules computes a so-called annotated interpolant, which shows the
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entailments in the selected signature, parts of which are annotated with axioms
from the ontology that contribute to these entailments, and can thus be seen as
an explanation of that module.

Another application of modules is for ontology reuse. Here, the ontology en-
gineer wants to reuse a part of the ontology in another context in which only
a subset of the signature is relevant, and thus a module is sufficient. Here, be-
ing complete and explainable is not as relevant, but robustness properties gain
importance: specifically, it is not only important that all entailments in the sig-
nature are covered by the module, but also that entailments are preserved when
further axioms are added: the module should be replaceable with the original
ontology and still preserve the same entailments in the signature of interest.

Based on these motivations, we consider the following requirements: i) pre-
serving entailments for a given DL, ii) being subset-minimal, iii) being complete,
and iv) being robust under replacements. Since minimality is affected by whether
we want to be complete or robust, we present different methods for different re-
quirements. While most module notions investigated in the literature cover the
above requirements, they often concern stronger notions of modules, which can
make the problem of optimal module extraction hard. For instance, for the no-
tion of semantic modules, already for the light-weight DL EL it is undecidable
whether a given subset is a module for a given signature [8]. For this reason,
most practical tools for module extraction either only compute approximations
of minimal modules, or require restrictions on the input ontologies. In contrast,
deductive modules in the expressive DLALC are known to be decidable in 2Exp-
Time [5]. Furthermore, our experiments show that deductive modules are often
substantially smaller than modules computed by existing methods.

Our methods make use of a method for uniform interpolation presented
in [11] and adapted to our use case. Uniform interpolation computes a set of
axioms that covers exactly the entailments the module has to preserve, the uni-
form interpolant. The basic idea underlying our approach is to track the in-
ferences performed when computing the uniform interpolant from the original
ontology. For this, the axioms in the ontology are first annotated using fresh
concept names which we call labels. We then compute a uniform interpolant for
the signature of interest extended by set of labels. The result is the annotated
uniform interpolant, in which only a subset of the labels is still present. This
way we can link each entailment presented in the uniform interpolant to the
axioms in the input ontology from which they were derived, and thus construct
a module for the signature of interest. To be able to construct modules that are
robust under replacement, we extended the method from [11] to support uni-
versal roles, which also makes uniform interpolation faster in practice. A deeper
modification of the uniform interpolation method is necessary to support role
hierarchies. To compute subset-minimal modules, we use an algorithm that re-
peatedly computes and compares uniform interpolants of different subsets of the
ontology. The annotated uniform interpolants makes it possible to compute and
compare these uniform interpolants in short time.
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We implemented a prototype of our approach which we evaluated and com-
pared with existing methods (>⊥∗-modules [7] computed using the OWL-API
and modules computed by AMEX [4]), for which we focused on small signature
sizes. For some signatures, it can become challenging to compute modules of
minimal size. For those cases, our implementation allows for a flexible way to
compute approximate modules: the more time given, the smaller the modules,
and we know if the computed module is minimal. Our results indicate that in
most cases, an approximation is not necessary, and that the modules computed
by our method are significantly smaller than those computed with existing tools.

The full paper will be published in the proceedings of the International Joint
Conference on Artificial Intelligence—Pacific Rim Conference on Artificial Intel-
ligence (IJCAI-PRICAI-2020) [10].
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