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ABSTRACT
This paper describes deep learning approaches which use textual
and visual features for flood severity detection in news content. In
the context of the MediaEval 2019 Multimedia Satellite task, we
test the value of transferring models pre-trained on large related
corpora, as well as the improvement brought by dual branch models
that combine embeddings output from mixed textual and visual
inputs.

1 INTRODUCTION
Identifying news items related to a catastrophic event such as a
flood, and assessing the severity of the event using the collected
information can provide timely input to support the victims. The
News Image Topic Disambiguation (NITD) and Multimodal Flood
Level Estimation (MFLE) subtasks of the Multimedia Satellite (MM-
Sat) MediaEval 2019 task foster the application of machine learning
research to this context. The MMSat overview paper [2] discloses
further information on this matter. To address these subtasks, we
do not propose any specialized model (e.g. combined use of pose
detection and occlusion detection [3] that could be used for MFLE
subtask). Rather, we reuse existing general-purpose text and image
classificationmodels. In particular, the value of adapting pre-trained
models to these subtasks is estimated in this work.

Part of the literature on multimodal neural networks aims at
learning similarities between modalities such as image and text
e.g. for automatic image captioning [8]. In the present work, multi-
modality is understood as the joint usage of several modalities (i.e.
text and image) as means to improve prediction capabilities. In other
words, embeddings derived from each modality are merged, and
fed forward to a sigmoid function typical of classification models
[1, 9]. Runs submitted to the MFLE subtask are meant to measure
the improvement brought by such multimodality. In the remainder,
after shortly introducing the addressed subtasks, implementation
rationale and details are presented, and the respective experimental
results are disclosed and commented.

2 DATA
The NITD subtask aims at predicting the flood-relatedness of news
articles using their featured images as input. The training set con-
tains 5180 images, with ∼ 10.1% flood-related images. The test set
contains 1296 images. The MFLE subtask aims at classifying news
articles w.r.t. flood severity using both the news text and featured
images as input. The training set features 4932 news articles, with
∼ 3.2% of instances from the positive class (i.e. high severity). The
test set features 1234 articles. For details about the subtasks, e.g.
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regarding the annotation of training and test sets, the reader may
refer to the workshop overview paper [2].

3 PROPOSED APPROACH
For given training and validation sets, each model in this work was
trained for 50 epochs.Model selectionwas performed bymonitoring
a validation metric at epoch end, and retaining the best model w.r.t.
this metric. As both subtasks are significantly imbalanced, instead of
the accuracy, we used the F1 metric. We optimized the binary cross-
entropy loss using the Adam solver [7]. Batches of 32 elements were
used. For each run, we used stratified 5-fold cross-validation, hence
retaining 20% of validation data in each fold. A model ensemble
was built using the model selected for each fold. Majority voting
or score averaging was selected depending on the F1-Score on the
full training data. For handling class imbalance in the context of
neural networks, we used instance weighting. In the Multimedia
Satellite overview paper [2], runs that use only the provided textual
and visual information are distinguished from those that can use
any external information. In the remainder, pre-trained models (e.g.
pre-trained word embeddings or convolutional models pre-trained
using tier image collections) are understood as external information:
runs using textual or visual information only were obtained with
models trained from random initializations.

3.1 Textual Information
Classification of textual content is usually carried out by consid-
ering the text as a sequence of words, and using recurrent neu-
ral models such as the LSTM [6] for classifying these sequential
inputs. We compared the baseline LSTM to several variants (e.g.
Attention-based BiLSTM [17], Multi-Head Attention model [14]),
but no option yielded results significantly better than the baseline
LSTM with random initialization. Hence the baseline LSTM model
was the only one considered for textual processing in the MFLE
subtask. This setting is suitable to MFLE run 2, as it does not require
any pretraining. For the latter run, we performed a grid search for
hyper parameters. In the end, we retained 50 for the fixed text size,
100 for the hidden vector size, and 32 for the word embedding size.
Taking inspiration from data augmentation techniques used with
images (see Section 3.2), we tried to augment the training set by
setting a random offset to the extracted textual sequences (instead
of always taking the 50 first words in the text). We did not observe
improved results by doing so. We hypothesize that the starting
words in a text carry a lot of its overall meaning.

3.2 Visual Information
For image classification in both subtasks, we focused on 3 well
known model architectures: InceptionV3 [13], MobileNetV2 [11]
and VGG16 [12]. InceptionV3 has served as a building block for
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Table 1: F1-Scores (%) for NITD and MFLE subtasks. We refer to Sections 3.1, 3.2 and 3.3 for details about specific runs. ∅
indicates the model has been trained from a random initialization.

NITD MFLE
Run 1 Run 2 Run 3 Run 4 Run 5 Run 1 Run 2 Run 3 Runs 4 Run 5
(MNV2) (InceptionV3) (VGG16) (MNV2) (LSTM) (MNV2 & LSTM) (IV3 & LSTM) (VGG16 & LSTM)

∅ ImageNet fine-tuned Places365 fine-tuned ∅ ∅ ∅ ImageNet Places365
85.1 81.0 79.6 89.0 89.6 56.6 56.5 57.6 67.1 66.0

many recent contributions (e.g. [4, 9, 10]). Parameter sets pre-
trained on the data from the ImageNet challenge [5] are also widely
available. VGG16 yields performance close to the state of the art on
the Places365 scene recognition task [16]. As NITD and MFLE can
be understood as recognizing certain types of scenes, we hypoth-
esize that transferring a VGG16 model pre-trained on Places365
can be valuable. MobileNetV2 has a comparatively small number
of parameters (∼ 2M, when InceptionV3 defines ∼ 20M parameters,
and VGG16 ∼ 130M), and is hence more suitable for being trained
from scratch. For all models, we rescaled images to 224 × 224 pix-
els. We applied image augmentation methods commonly used in
above-mentioned papers, i.e. each image in the training batches
is modified by a combination of random transformations. When
no external data can be used (i.e. run 1 of NITD and MFLE), we
used randomly initialized MobileNetV2 models. InceptionV3 mod-
els pre-trained using the ImageNet dataset were used. In a first
stage, only the last dense layer was trained while freezing all other
layers (NITD run 2). The last 2 convolutional layers were then
fine-tuned (NITD run 3). Also, we jointly trained the two last fully
connected layers of a pre-trained VGG16 model (NITD run 4). We
tried to fine tune the large fully connected ante penultimate layer
and the last convolutional layer after this first stage (NITD run 5).

3.3 Mixed Input
Figure 1 shows the generic architecture for our mixed input models.
The proposed multimodal approach is very similar to that proposed
in [9]. The embedding of textual and visual models is taken as their
penultimate layer output. For MFLE run 3, we reused previously
trained LSTM (run 2) and MobileNetV2 (run 1), and trained only
the additional fully connected layers. Similarly, for run 4 we used
a pre-trained InceptionV3 model, adapted and fine-tuned to the
MFLE subtask data as described in 3.2. Run 5 used a pre-trained
and adapted VGG16 model instead. The textual and visual models
performing the best w.r.t all training data were selected. Ensembles
of 5 mixed input models were trained from this common basis. To
balance the influence of text and image, we defined a bottleneck
fully connected layer, that reduces the generally high-dimensional
convolutional embedding (e.g. 2048 for InceptionV3) to size 100,
the same size as the LSTM hidden vector.

4 ANALYSIS
The F1-Scores resulting from our runs are displayed in Table 1. For
the NITD subtask, VGG16 with fine-tuning gets the best results
(F1 = 89.6%). VGG16 models performed better than others with a
significant margin. This means NITD is close to a scene recognition
task. However, fine-tuning brought at best minor improvement

Figure 1: Generic mixed input model architecture.

Figure 2: Class Activation Maps for true positives (TP), false
positives (FP) and false negatives (FN) in both subtasks.

(+0.6% for VGG16, runs 4 and 5), at worse performance degrada-
tion (-1.4% for InceptionsV3, runs 2 and 3). Perhaps surprisingly,
MobileNetV2 trained from scratch offers solid performance, in be-
tween InceptionV3 and VGG16. For the MFLE subtask, the mixed
input model benefits from a small positive combination effect be-
tween modalities (+1.0% between runs 1 and 3). Using pre-trained
vision models (runs 4 and 5) yields a significant performance boost
(≈ 10%). The best results are obtained with the combination of
LSTM and InceptionV3 (run 4). As all images in the MFLE data set
depict flooded scenes, we can hypothesize that object level features
are more relevant than scene level features. Figure 2 displays Class
Activation Maps [15] of examples with high positive or negative
activations w.r.t. InceptionV3 models trained on both subtasks. We
see that the positive class is frequently associated to the detection of
water patterns. This possibly explains for the limited performance
in MFLE, as these patterns are not very discriminative then. On
the other hand, false negatives are often associated to misleading
elements in the image (e.g. microphone for NITD, pile of rubbish
for MFLE).

5 CONCLUSION
In this paper, we tested several approaches to the detection of
flood severity in multimodal news content. We highlighted the rel-
evance of considering closely related tasks for pre-training, rather
than general-purpose image datasets such as ImageNet. Mixed-
input architectures in the MFLE task yielded an improvement w.r.t.
modalities taken separately, but this improvement was limited in
comparison to the influence of using relevant pre-trained models.
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