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Abstract. This paper describes a Fact Checking system based on a
combination of Information Extraction and Deep Learning strategies to
approach the task named “Verified Claim Retrieval” (Task 2) for the
CheckThat! 2020 evaluation campaign. The system is based on two main
assumptions: a claim that verifies a tweet is expected i) to mention the
same entities and keyphrases, and ii) to have a similar meaning. The
former assumption has been addressed by exploiting an Information Ex-
traction module capable of determining the pairs in which the tweet and
the claim share at least a named entity or a relevant keyword. To address
the latter, we exploited Deep Learning to refine the computation of the
text similarity between a tweet and a claim, and to actually classify the
pairs as correct matches or not. In particular, the system has been built
starting from a pre-trained Sentence-BERT model, on which two cascade
fine-tuning steps have been applied in order to i) assign a higher cosine
similarity to gold pairs, and ii) classify a pair as correct or not. The final
ranking produced by the system is the probability of the pair labelled as
correct. Overall, the system reached a 0.91 MAP@5 on the test set.

1 Introduction

The great proliferation of online misinformation and fake news in the last few
years encouraged the development of several fact-checking initiatives by various
actors including journalists, governments, organizations, and companies. In the
past, fact-checking was typically performed manually, resulting in the collection
of large amounts of annotated resources for this specific task. More recently,
researchers have started to use such resources with the aim of training automatic
fact-checking systems [19, 25, 33]. A common phenomenon in social media is that
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viral claims often come back after a while [25], increasing the probability that
a particular claim has been previously fact-checked by a trusted organization.
Therefore, systems able to decide whether a claim has been already fact-checked
have become particularly relevant, because they contribute to breaking down the
costs of verifying both old and new viral claims. In this scenario, the CLEF2020-
CheckThat! task 2 [1, 2, 8, 26] has been organized with the goal of supporting
journalists and fact-checkers when trying to determine whether a claim has been
already fact-checked.

The goal of the task is specified as follows: “Given a check-worthy claim and
a dataset of verified claims, rank the verified claims, so that those that verify
the input claim (or a sub-claim in it) are ranked on top”.3

This paper describes a system that approaches such task by exploiting a
combination of Information Extraction (IE) and Deep Learning (DL) strategies
to associate a tweet with the most probable claim that verifies it. The task is
indeed strongly related to the concepts of information extraction and text simi-
larity. Intuitively, to guess if two claims are related to each other, it is important
to establish whether i.) they share some linguistic properties (e.g., mentioned
entities) and ii.) they are in general semantically similar. In order to deal with
i.), traditional IE methods are very useful and accurate [21] when extracting
information such as Named Entities (e.g., persons, locations and organizations)
and content words (e.g., nouns, verbs). On the other hand, ii.) requires a deeper
representation of text meaning, which can be obtained with Neural Language
Models (NLMs) [3]. State-of-the-art NLMs [12, 22] based on Transformer archi-
tectures and attention mechanisms [31] have become increasingly popular in the
last couple of years, thanks to their ability to model whole text sequences and
generate pre-trained representations that can be fine-tuned for different tasks.
An important feature of the word representations produced by such models is
that they are contextualized (i.e., they differ depending on the word context),
thereby improving model performance in tasks based on word [23] and sentence
[24] similarity.

The rest of the paper is organized as follows: Section 2 presents an overview of
both fact-checking frameworks and NLP resources relevant for the task. Section
3 describes the proposed approach to solve the fact-checking task, consisting in
the creation of two fine-tuned models to handle the claim semantic relatedness.
Sections 4 and 5 focus on results and discussion, respectively. Finally, Section 6
draws some conclusions and describes future research directions.

2 Related work

A key aspect of the process of building trustworthy data sets of fake and reliable
news is actually how the Fact-Checking process is performed [5]. In the last years,
several approaches have been proposed for different purposes. For example, Fact
Check Explorer, developed by Google, 4 browses and searches for fact checks

3 https://github.com/sshaar/clef2020-factchecking-task2
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by exploiting mentions and topics and by offering several filters to refine the
queries. Similarly, ClaimsKG [29] offers a Knowledge Graph to search the claims
containing particular named entities or keyphrases.

Over many years, fact-checking has been performed manually by journal-
ists, by exploiting available tools online [25]. Earliest work on automated fact-
checking define the task as the assignment of a truth value to a claim made in
a particular context [32]. Most of the approaches on automated fact-checking
exploit the reliability of a source and the stance of its claims with respect to
other claims and already verified information. The assignment of the truth value
is often based on the way in which particular claims (or rumors) are spread on
social media [7, 9, 13, 28] or on the Web [17, 20]. Other approaches use Wikipedia
[18, 30] or other knowledge graphs [11, 27] to fact-check claims. More recently, a
novel approach has been proposed that exploits Sentence-BERT [24] to re-rank
claims [25] in order to predict whether a claim has been fact-checked before.

Indeed, DL models have proven to be among the most effective techniques
for Language Modelling. In addition, the availability of new DL architectures
such as Transformers [12] has led to a significant performance improvement in a
wide range of NLP tasks. Transformers have two main advantages over previous
Language Modelling architectures. First, thanks to the attention mechanism
each element of a text sequence can access information of all the other elements.
Thus, the meaning of words (and sentences) in context can be modelled more
effectively. Second, the Transformer architecture is geared towards exploiting the
full potentialities of transfer learning for NLP tasks. The idea behind transfer
learning is that the knowledge learnt on a more general task can be exploited to
specialize a model on new problems for which the amount of data is much more
limited. One particular instance of transfer learning consists of two different
training paradigms, namely pre-training and fine-tuning. During pre-training,
language models are typically trained with an unsupervised learning tasks on
vast collections of textual data. For example, models can be trained to predict
specific words in a sequence based on their surrounding context, and to predict
whether two sentences are sequential or not [12]. During fine-tuning, the pre-
trained model is further trained, this time for a limited number of epochs, on
supervised learning tasks such as for example sequence labeling or sequence pair
classification. The main idea is that, the initial weights (or a subset thereof)
of the pre-trained model, are further adjusted to model the fine-tuning task.
Typically, the pre-training step is very time-consuming and computationally
expensive, but the same resulting model can be used as a starting point to solve
a wide range of tasks. On the other hand, the fine-tuning step is less resource-
demanding and requires less labelled data.

Transformer-based architectures such as BERT [12] and XLNet [35] have ob-
tained state-of-the-art results in most NLP tasks they have been applied to. One
advantage of such architectures is that they learn contextualized representations
that allow models to capture word polysemy. Conversely, more traditional lan-
guage models such as Skip-Gram and Continuous-Bag-of-Words algorithms [4,
15, 16] learn non-contextualized embeddings and store a single vector for each



word type belonging to the training set, independently of its context. Moreover,
Transformers have been also exploited to obtain context-aware sentence repre-
sentations that have been proven to enable semantic comparison of sentences
with promising performances [24].

3 The UNIPI-NLE approach

Given a tweet and a set of already verified claims (vclaims), the goal of the
task is to predict, for every target tweet-vclaim pair, the likelihood of the vclaim
verifying the tweet. Indeed, among the target tweet-vclaim pairs, there exists
only a gold pair whose vclaim verifies the tweet, which therefore is a correct
match. The goal is achieved by ranking, for each tweet, the claims that are more
likely to verify it. The dataset is composed of three elements:

1. the verified claims used for fact checking, each of them provided with an
identifier, a title, and the actual claim;

2. the training tweets, associated with an identifier and a textual content;
3. the correct pairing between tweets and verified claims.

The training set consists of 1, 003 tweets (803 for training, 200 for development)
and 10, 373 already verified claims. The test set consists of 200 additional tweets.

The UNIPI-NLE system is based on two main assumptions: the claims that
verify a tweet are expected to mention the same entities and keyphrases and
should have a similar meaning. To address the first point, among target tweet-
vclaim pairs, we identify the subset of candidate pairs (also referred as potential
pairs) in which the tweet and the vclaim share at least a named entity or a
content word. We refer to the step of identifying candidate pairs among target
ones as the IE step. The DL modules described below have been fed only with the
portion of the dataset consisting of such candidate pairs. In order to estimate the
text similarity between a tweet and a vclaim, we exploit Siamese BERT networks
[24] to create a language model that is able to better deal with sentence-level
textual similarity. This model is then used to learn if a claim can be used to
verify a tweet. In particular, we perform two cascade fine-tuning steps aimed
at i.) assigning a higher cosine similarity to gold tweet-vclaim pairs and ii.)
actually classifying a target tweet-vclaim pair, and more specifically a candidate
tweet-vclaim pair, as a correct match (gold) or not.

Figure 1 shows the neural components of the system architecture. The
first white stack (bert-base-uncased + bert-base-nli-mean-tokens) con-
sists of the pre-trained model released by [24] and trained on SNLI [6]
and MultiNLI dataset [34] to create universal sentence embeddings. The
black boxes show our two fine-tuned models: Our Sentence-BERT model
(bert-base-nli-factcheck-cos) follows a training paradigm similar to the one
described in [24], but it is specifically geared to assigning a higher cosine sim-
ilarity to gold tweet-vclaim pairs. The last level of the architecture represents
the final Transformer-based classifier trained to decide, given a candidate tweet-
vclaim pair, whether the tweet is actually verified by that claim or not. The



Fig. 1. Neural modules of the
UNIPI-NLE system.

classifier fine-tunes bert-base-nli-factcheck-cos on the fact-checking task,
by labelling candidate tweet-vclaim pairs as correct matches (gold) or not.

3.1 Information Extraction (IE) step

Starting from the assumption that similar claims tend to mention the same
entities and keyphrases, we developed an IE module to find potential tweet-
vclaim pairs. Such a module is based on Stanza [21], a state of the art natural
language analysis package. We processed each text fragment (i.e., a tweet, a
vclaim or a vclaim title) with Sentence Splitting, PoS-tagging, Lemmatization,
and Named Entity Recognition. Thus, each text is associated with its keywords,
consisting of its content words (nouns, verbs, and adjectives) and named entities.

Given a tweet, in order to retrieve potential claims that verify it, we used
two different functions based on the keywords:

IE function – the overlapping score is simply computed by counting the
number of elements (cf. the keywords field in Table 1 and Table 2) shared by
the tweet and the claim. Candidate tweet-vclaim pairs are required to share
at least one lowercased element (named entity or content word).
IEElastic function – it exploits Elasticsearch5 to find the potential can-
didate pairs. Specifically, for each tweet, candidate claims consist of the top
1, 000 matches ranked by relevance, using the scoring function provided by

5 https://www.elastic.co/



vclaim and title keywords

title: Was Sen. Chuck Schumer a
Client of ‘Hollywood Madam’
Heidi Fleiss?
vclaim: Sen. Chuck Schumer’s
name and/or phone number were
found in ”Hollywood Madam”
Heidi Fleiss’s black book of clients.

[‘chuck schumer’, ‘hollywood’,
‘heidi fleiss’s’, ‘chuck schumer’,
‘hollywood’, ‘heidi fleiss’, ‘sen.’,
‘chuck’, ‘schumer’, ‘phone’, ‘num-
ber’, ‘find’, ‘hollywood’, ‘madam’,
‘heidi’, ‘fleiss’, ‘black’, ‘book’,
‘client’, ‘sen.’, ‘chuck’, ‘schumer’,
‘client’, ‘hollywood’, ‘madam’,
‘heidi’, ‘fleiss’]

Table 1. Example of relevant lemmas and named entities in a claim.

tweet keywords

Chuck Schumer was one of Hedil
Fleiss’ top clients. Look it up.
Doug Masters (@protestertrophy)
January 23, 2019

[‘chuck schumer’, ‘hedil fleiss’,
‘doug masters’, ‘january 23, 2019’,
‘chuck’, ‘schumer’, ‘hedil’, ‘fleiss’,
‘client’, ‘look’, ‘doug’, ‘masters’,
‘@protestertrophy’, ‘january’]

Table 2. Example of relevant lemmas and named entities in a tweet.

the task organizers for the baseline. Such scoring function is an Elasticsearch
multi-match query based on both the vclaim and its title and the tweet itself.

Candidate tweet-claim pairs obtained with the IE overlapping function were
used to train the model bert-base-nli-factcheck-cos. Candidate tweet-claim
pairs obtained with the IE and IEElastic functions have been used at inference
time to obtain the final predictions submitted for evaluation, namely respec-
tively T2-EN-UNIPI-NLE-BERT2IE (contrastive run) and T2-EN-UNIPI-NLE-
BERT2IEElastic (primary run). Moreover, we used both the IE and IEElastic
functions to simply rank the potential claims associated with each tweet accord-
ing to the overlapping score. The score provided by IEElastic corresponds to the
task official baseline. The results of these rankings are reported in Section 4.

3.2 Fine-tuning of Transformer models

Siamese BERT networks [24] can be used to create language models specialized
on tasks related to Semantic Textual Similarity (STS) [10]. In order to train our
system to recognize gold tweet-vclaim pairs, we first model the textual similarity
between tweets and claims belonging to the same candidate tweet-vclaim pairs.
To this purpose, we started from one of the available fine-tuned Sentence-BERT
models,6 namely bert-base-nli-mean-tokens [24]. Such model was originally

6 https://github.com/UKPLab/sentence-transformers



trained on SNLI [6] and MultiNLI dataset [34] and tested on the STSbenchmark
[10]. The training phase was performed by classifying a pair of sentences with
the labels entail, contradict, and neutral while evaluation was performed on the
STSbenchmark [10] dataset, which contains sentence pairs and their similarity
score. The trained model was exploited to infer sentence pair similarity via cosine.
The bert-base-nli-mean-tokens achieved 77.12 Pearson correlation with gold
scores on the STSbenchmark test set.

We added two levels of fine-tuning to this model, in order to adapt the
sentence pair similarity task to the fact-checking one (i.e., gold tweet-vclaim
pairs are associated with the maximum cosine similarity), as well as to fact-check
a pair with a classification layer (i.e., gold tweet-vclaim pairs are associated with
the positive label). To this end, we exploited both the vclaim text content and
its title, namely the vclaim title.

In fact, each vclaim is provided with a title that can be considered as a
summary of the vclaim itself and therefore, very similar to it. The usage of both
the vclaim and vclaim title for training has two main advantages. First, it allows
to increase the size of the dataset so that the model is shown more positive
examples, that are under-represented. Second, it helps to add variability to the
training examples, both positive and negative. For example, a title may contain
an acronym such as “KKK”, whereas the claim may contain its extended form, in
this case “Ku Klux Klan”. In our experiments we noticed that such a variability
was very helpful to improve the overall performances of our models.

Sentence pair similarity We modeled the fine-tuning step like Reimers and
Gurevych [24] to estimate the semantic similarity between two sentences. The
authors used the STSbenchmark [10] dataset, containing pairs of sentences with
a similarity score ranging from 0 (no similarity) to 5 (maximum similarity). The
Sentence-BERT model was fine-tuned using the regression objective function on
the training set [24]. Therefore, for each epoch, loss was computed by considering
the correlation between the gold similarity judgments and the predicted cosine
similarity between sentence embeddings.

Our goal was to train the model to identify the gold tweet-vclaim pair among
the set of potential ones (i.e., those filtered with the IE step). To this aim,
we tried to separate the gold tweet-vclaim pairs from the other candidates. In
particular, given the assumption that a claim that verifies a tweet is semantically
similar to it, we built our training set as follows:

1. we created two positive examples from a gold tweet-vclaim pair, the first
one composed by the tweet and the vclaim itself (tweet-vclaim pair), and
the second one composed by the tweet and the title of the claim (tweet-
vclaim title). Both the positive pairs were assigned with a cosine similarity
value of 1.0. This forces the model to boost the similarity between the texts
belonging to gold pairs;

2. for each gold tweet-vclaim pair, 20 other tweet-vclaim pairs were randomly
selected as negative examples from the list of candidate pairs obtained with
the IE overlapping function (cf. Section 3.1). The similarity of the negative



examples was computed as the cosine similarity between vectors predicted by
bert-base-nli-mean-tokens, modified by the tanh function. This has the
effect of decreasing the cosine similarity, thus effectively penalising negative
examples.

The bert-base-nli-factcheck-cos model was trained for 4 epochs with a
batch size of 8, and 10% of data was used for the model warm up.

Classification The bert-base-nli-factcheck-cos model is used to initialize
the weights for the classifier. In this case, the model is trained on a simple binary
classification task to distinguish between matching (gold) pairs, labelled as 1, and
non-matching ones, labelled as 0. Similarly to the previous fine-tuning step, we
selected negative examples among candidate tweet-vclaim pairs returned by the
IE module. Like for the sentence pair similarity model, for each tweet, the tweet-
vclaim and the tweet-vclaim title pairs were used as positive examples. However,
in this case 2 negative examples were selected among the tweet-vclaim candidate
pairs, in order to better balance the training data for the classification.

Our model bert-base-nli-factcheck-clas is therefore a Transformer with
a classification head on top of it, implemented with the Huggingface library.7

The model was trained for 3 epochs with a batch size of 8. We used the AdamW
optimizer with a learning rate of 2e− 5 [14].

3.3 Inference step

The inference step was performed by classifying the candidate tweet-vclaim pairs.
To retrieve the potential candidates, in fact, we applied the functions IE and IEE-
lastic described in section 3.1 to obtain, respectively, the T2-EN-UNIPI-NLE-
BERT2IE and the T2-EN-UNIPI-NLE-BERT2IEElastic predictions. Moreover,
we also tested a run in which we classified all the target tweet-vclaim pairs
with no-preselection. The results of this additional experiment are shown in
Table 4. In all cases, we used the probability of the class 1 predicted by the
bert-base-nli-factcheck-clas model to rank the vclaims for each tweet.

4 Results

The evaluation metric used in the competition is the Mean Average Precision
@5 (MAP@5) calculated over the gold ranking. The overall performance of our
models is reported in Table 3. For the sake of comparison, we also show the
performances obtained by the top models and by the official baseline as well.

Our systems, namely the T2-EN-UNIPI-NLE-BERT2IE and the T2-EN-
UNIPI-NLE-BERT2IEElastic, which differ for the overlapping function used at
inference time, obtained respectively 0.9160 and 0.9120 (cf. tables 4 and 5).

Moreover, in order to explain the effectiveness of each module for the final
predictions, we computed their performances on the test set. Table 6 shows the

7 https://huggingface.co



Team type MAP@1 MAP@3 MAP@5

Buster.ai primary 0.897 0.926 0.929

Buster.ai contr.-2 0.907 0.937 0.938

UNIPI-NLE primary 0.877 0.907 0.912

UNIPI-NLE contr.-1 0.877 0.913 0.916

Task Organizers baseline 0.767 0.812 0.815

Table 3. Performance of the UNIPI-NLE models against the top performing models
and the official baseline.

performances of each module obtained on the task by ranking the claim for
a tweet according to several measures. More specifically, for each module, we
report the model name, the type of the fine-tuning we applied, the function used
at inference time for selecting candidates and the MAP@5 obtained with the
official scorer.

As for the IE step, given a tweet, we ranked the claims according to the
overlapping function for both the IE and the IEElastic methods. The IEElastic
method coincides actually with the baseline provided by the task organizers.
To assess the performances of the Sentence-BERT model fine-tuned on cosine
similarity, namely the bert-base-nli-factcheck-cos, we ranked the claim ac-
cording to the adjusted cosine similarity. Finally, we show the final submitted
results. At inference time, the model bert-base-nli-factcheck-clas was fed
with the candidate tweet-vclaim pairs calculated with both the IE and the IEE-
lastic methods. In addition, we also report the results obtained by making the
predictions for all the target tweet-vclaim pairs.

5 Discussion

Several remarks can be made to comment our results. By looking at the model
scores, we see that our approach is able to outperform the baseline by a wide
margin, despite the fact that the Elasticsearch based approach proposed by the
task organizer was shown to be very effective nonetheless. In addition, our system
ranked second among the participants of the task, obtaining performances that
are only slightly worse than the winning system, which obtained a MAP@5 of
0.938.

Moreover, we can draw some interesting insights by considering the various
steps and data selection strategies. We notice that the IE baseline appears to
be less effective as a standalone tool for selecting the best candidates among
claims for each tweet, with results well below the IEElastic one. However, the IE
method performs optimally when used as a selection criterion at inference time.
In fact, we experimented three methods for selecting candidate pairs at inference
time. In addition to the IE method and the IEElastic one, we assessed the



metric @depth score

MAP 1 0.877

MAP 3 0.913

MAP 5 0.916

MAP 10 0.917

MAP 20 0.917

MAP all 0.917

Precision 1 0.879

Precision 3 0.322

Precision 5 0.195

Precision 10 0.098

Precision 20 0.049

Precision all 0.000

Rec Rank 1 0.879

Rec Rank 3 0.915

Rec Rank 5 0.918

Rec Rank 10 0.919

Rec Rank 20 0.919

Rec Rank all 0.919

Table 4. T2-EN-UNIPI-NLE-IE

metric @depth score

MAP 1 0.877

MAP 3 0.907

MAP 5 0.912

MAP 10 0.913

MAP 20 0.913

MAP all 0.913

Precision 1 0.879

Precision 3 0.317

Precision 5 0.194

Precision 10 0.098

Precision 20 0.049

Precision all 0.000

Rec Rank 1 0.879

Rec Rank 3 0.909

Rec Rank 5 0.914

Rec Rank 10 0.915

Rec Rank 20 0.915

Rec Rank all 0.915

Table 5. T2-EN-UNIPI-NLE-IEElastic

performance with no pre-selection as well. In this case, the classifier was shown
with all possible tweet-vclaim pairs. We see that the IE method performs best,
but only slightly better than IEElastic. However, both pre-selection methods
outperform the model for which no pre-selection is made. We can argue that
this is because, during training, our objective was to enable the classifier to
distinguish between the gold tweet-vclaim pair and other pairs that share similar
features but are in fact incorrect. Therefore, the classifier may be more prone to
errors when tweet-vclaim pairs, which differ greatly from each other, are shown
as it never saw such examples during training. Experimental results seem to
confirm such hypothesis. This could be seen as a potential shortcoming for the
classifier itself. However, we can argue that considering the system as a whole,
it can bring two potential advantages. First, the classifier needs less negative
examples for an effective training. We can argue that it is more difficult to
decide between two similar claims for a tweet, rather than between two very
different ones. Therefore, we chose to train the classifier to solve the “harder”



Model Fine-tuining Inference MAP@5

bert-base-nli-factcheck-clas classification IE 0.916

bert-base-nli-factcheck-clas classification IEElastic 0.912

bert-base-nli-factcheck-clas classification - 0.89

IEElastic baseline - IEElastic 0.815

IE baseline - IE 0.74

bert-base-nli-factcheck-cos cosine similarity IE 0.41

bert-base-nli-factcheck-cos cosine similarity IEElastic 0.35

Table 6. Results calculated for each module of the architecture.

problem, and addressed the “simpler” one with a less sophisticated, yet effective,
approach. Second, the classification of each tweet-vclaim pair is time consuming.
On our machine, equipped with a Nvidia TitanXp graphic card, the inference
step considering all pairs took around ten hours. When performing the pre-
selection of pairs with our IE method, the inference step took less than four
hours. The IE method is efficient because it only needs to extract content words
and named entities for each pair, a task that is almost trivial in terms of time
complexity with modern NLP toolkits and current hardware.

Finally, it is interesting to point out the contribution of the cosine similarity
adaptation performed with Sentence-BERT. Clearly, the model itself does not
perform well on the present task. However, two observations can be made. First,
during development we noticed that, by using a standard BERT model such as
BERT-base-uncased for representing sentences (i.e., by averaging word-level rep-
resentations obtained from the model), ranking claims based on cosine similarity
was completely ineffective, obtaining a very low MAP@5. Instead, by exploiting a
pre-trained Sentence-BERT model, we obtained much more encouraging results,
that were subsequently improved thanks to our cascade fine-tuning strategy. This
serves as additional evidence for the fact that standard BERT models are not
able to represent sentences in a semantically proper way, as already claimed in
the literature [24]. Second, by exploiting the fine-tuned Sentence-BERT model
(bert-base-nli-factcheck-cos) for obtaining the initial weights for the classi-
fier (bert-base-nli-factcheck-clas), we clearly outperformed a model based
on BERT-base-uncased and trained in the same way. More specifically, on the de-
velopment set we obtained a 0.72 MAP@5 for a bert-base-uncased fine-tuned
model and a MAP@5 of 0.78 for the bert-base-nli-factcheck-cos.

6 Conclusion and future directions

The approach to Fact Checking performed by the UNIPI-NLE team is based on a
combination of IE and DL strategies. The choice has been led by the assumptions



that supporting claims tend to mention the same entities and keywords of the
target tweet, and are semantically similar to it. On the one hand, a standard IE
module extracts relevant words and entities from texts and is used to construct
the training set for the following DL modules and to constrain the inference
process. In fact, the IE step is also crucial to turn down the processing time by
filtering the candidate pairs to be classified. Transformers, on the other hand,
are very useful to carry out effective transfer learning, by fine-tuning large pre-
trained models for specific tasks such as the fact-checking one. In this paper,
fine-tuning is exploited both for modeling textual similarity and for classifying
text pairs to decide if a member of the pair verifies the other.

The UNIPI-NLE approach strongly outperforms the baseline and ranked
second among the primary submissions of the task. In the future, we plan to
perform some additional hyperparameter tuning on the models. Moreover, we
would like to test this approach in similar tasks such as Fake News identification.
We are confident that by exploiting the dynamic selection of training data in
addition to an effective and efficient information extraction strategy, we will
obtain strong performances also to solve this harder task.
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