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Abstract. Named entity recognition (NER) for historical texts is a chal-
lenging task compared to NER for contemporary texts. Historical texts
come with several peculiarities that differ greatly from modern texts and
large labeled corpora for training a neural tagger are hardly available. In
this work we tackle NER for historical German with an ensembling ap-
proach, combining different labeled and unlabeled resources of historical
and contemporary texts as part of the CLEF HIPE 2020 evaluation lab.
We stack different word /subword embeddings and transformer-based lan-
guage models to train a powerful NER tagger for historical German. We
conduct experiments with different word embeddings, FLAIR embeddings
and pretrained BERT models. The named entities are classified in literal
and in metonymic sense, for which we have developed a separate tagger
each. Our experiments show that the usage of BERT is particularly help-
ful, when trained on a large amount of historical data. Our best ensemble
is a combination of FastText embeddings trained on German Wikipedia,
FLAIR embeddings trained on CLEF HIPE data (historical German) and
a BERT language model trained on a large corpus of historical German.
We release our code and models®.

Keywords: Named Entity Recognition - Transformer-based language
models - Embeddings - Historical texts - FLAIR - FastText - Byte Pair
Encoding.

1 Introduction

In NER neural networks achieve good accuracy on high resource domains such as
modern news text or Twitter ([2,4]). But on historical text, NER taggers often
perform poorly. This is due to domain shift and to the fact that historical texts

contain systematic errors not found in modern text, since historical datasets
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usually stem from optical character recognition (OCR). OCR is noisy and the
Gothic type face (Fraktur) is a low resource font, that is very challenging for
OCR. Another problem is that a large amount of data is required when training
neural models and only relatively small corpora (e.g. [20]) exist for historical
NER. All of these challenges mean that NER for contemporary texts differs
greatly from NER for historical texts and that existing models cannot be used.
From a resource orientated and ecological point of view it is reasonable to reuse
existing models to save both computing power and emissions. Therefore, we
reuse existing models on the one hand and make our newly developed language
models publicly available on the other hand.

In the NLP community there are several approaches and models provided,
one of which is FLAIR [1]. FLAIR allows to apply state-of-the-art natural language
processing (NLP) models, such as NER, part-of-speech tagging (PoS), word sense
disambiguation or classification to various input texts. In this work we built our
systems with that framework.

Transformer-based language models are widely used and BERT [8] can be
considered as a powerful standard resource. There are several recent approaches
that use BERT for NER in different languages, such as [25] or [16]. The latter
conduct experiments with historical German using BERT and unsupervised pre-
training on a large corpus of historical German texts together with supervised
pretraining on a contemporary German corpus.

1.1 Task and Objective

In this work, we address neural NER tagging on historical German data. With
our approach we aim to solve coarse grained NER in the CLEF HIPE shared
task [11] (bundle 4) for historical German as best as possible. The tagset of the
provided data contains person, location, organisation, product and time. The
organizers arranged two scenarios to be solved: NER for the literal sense of the
words and NER for metonymic sense. The example below shows that the tags
for the literal (first sentence) and metonymic (second sentence) sense can differ.
Hannover can be interpreted as an organization as well as a location depending
on its context and the metonymic category addresses this issue.

Example:

Unterhandlungen tber das Konkordat mit B-loc Hannover schreiten voran.
Unterhandlungen tber das Konkordat mit B-org Hannover schreiten voran.
(Negotiations on the Concordat with Hanover are progressing.)

This paper is structured as follows: The next section describes data sets and
other resources that are used in the experiments presented. Section 3 outlines
our method and section 4 explains details on implementation and the conducted
experiments. The outcome of the experiments is discussed in that section as well.
Then, section 5 overviews ideas for future work and we conclude the paper with
section 6.



2 Data and Resources

This section describes the data provided by the shared task organizers as well
as additional resources and data that we used for our experiments.

2.1 CLEF HIPE Data

The shared task corpus for German is composed of articles sampled among sev-
eral Swiss and Luxembourgish historical newspapers on a diachronic basis and
is provided by the CLEF-HIPE-2020 organizers. The articles that were chosen
for the train, development and test data are journalistic articles only, that had
to match certain selection criteria such as length or format. Feuilleton, tabular
data, crosswords, weather forecasts, time schedules and obituaries were excluded
as well as articles that were fully illegible due to massive ORC noise. The news-
paper content stems for the time period from 1798 until 2018 and thus there is
different OCR quality present in the data which covers a broad spectrum of text
composition. The corpora were manually annotated by native speakers according
the HIPE impresso guidelines ([10,9]).

2.2 Additional Data and Resources

Table 1 gives an overview of all resources and shows time period and domain of
each data set. The sizes of the training data used for the embeddings/models
is shown in Table 2. Our approach includes data from different time periods as
well as from various domains to reuse existing resources optimally.

Embeddings We use different FastText-based word embeddings [19] trained
on Wikipedia?, Common Crawl® and on historic data (provided by the orga-
nizers) as well as Byte Pair Encoding-based embeddings (BPE, [24]) trained
on Wikipedia. We use the FastText embeddings trained on Wikipedia (FastText
Wiki) and Common Crawl (FastText CC') in a ”classic” word embeddings man-
ner, that means we do not use subwords. To include subword information we use
German subword embeddings [12] with a dimension of 300 and a vocab size of
200k (BPEmb). Additionally, we experiment with multilingual subword embed-
dings [13] with a dimension size of 300 and a vocab size of 1M (MultiBPEmb).

We use Flair embeddings [3, 2] provided by the organizers (CLEF-HIPE) and
compared them to other FLAIR embeddings that were trained on historic data.
We use two historic FLAIR embeddings that were trained by [23]: embeddings
trained on the Hamburger Anzeiger newspaper corpus (HHA) and embeddings
trained on the Wiener Zeitung newspaper corpus (WZ). Both embeddings are
available in the FLAIR framework. In addition we use the data of the recently
published REDEWIEDERGABE corpus [6] that consists of fictional and non-
fictional texts. We also experiment with the FLAIR embeddings provided by [3]
(German FLAIR).

4 https://fasttext.cc/docs/en/pretrained-vectors.html
® https://fasttext.cc/docs/en/crawl-vectors.html



usage name time period domain

train data 1798 - 2018 news
FastText FastText Wiki contemp. various
FastText FastText CC contemp. various
BPE BPEmb 1798 - 2018 news
BPE MultiBPEmb contemp. news
FrLAr HHA 1888 - 1945 news
FrLAr Wz 1703 - 1875 news
FrLAIR Redewiedergabe 1840 - 1920  various
Frar German FLAIR contemp. various
FLAIR CLEF-HIPE 1798 - 2018  news
BERT Furopeana BERT 1618 - 1990 news
BERT German BERT historical various

Table 1. Overview of time periods and domains of the training data used for the
embeddings and language models.

usage name data tokens size
train data CLEF HIPE* 0.071 S
FastText FastText Wiki Wikipedia 1400 L
BPE BPEmb Wikipedia ~ 1400 L
BPE MultiBPEmb Wikipedia < 7000 L
FastText FastText CC Common Crawl 65648 XL
FLAIR Redewiedergabe = REDEWIEDERGABE  0.489 S
FLAIR German FLAIR OPUS project 500 M
FLAIR HHA Hamburger Anzeiger 742 M
Frair W7z Wiener Zeitung 802 M
FLAIR CLEF-HIPE CLEF-HIPE* 1722 L
BERT Europeana BERT  Europeana 8000 L
BERT German BERT - ~ 24000 XL

Table 2. Overview of different training data used. Number of tokens is given in millions.
* indicates that data was provided by the organizers.



Transformer-based language models For transformer-based language mod-
els we conduct experiments with self-trained BERT models, Furopeana BERT®
and large German BERT? (German BERT). In preliminary experiments we also
used publicly available German BERT models (deepset® and DBMDZ?). Since
their performance was not convincing we did not include them in our final setup.

The Furopeana BERT data comes from the Europeana Newspapers collec-
tion'®, which contains historical news articles in 12 languages published between
1618 and 1990. The Furopeana BERT model was trained on 51GB of newspa-
pers, extracted from German Europeana. It mainly covers newspaper articles
from the 18th to 20th century. German BERT was trained on a huge collection
of various historical resources.

3 Methods

To develop an efficient NER tagger for historical texts we experiment with stack-
ing methods described in the following.

We experiment with different kinds of ensembling /stacking approaches on the
development set to figure out the optimal combination of embeddings and lan-
guage models. Our final system CISTERIA uses an ensemble of word embeddings,
transformer-based language models and FLAIR embeddings. To arrive at the best
combination of embeddings for CISTERIA we conduct experiments where we a)
select the best word embeddings, FLAIR embeddings and transformer-based lan-
guage models independently and b) combine the best selected word embedding,
the best transformer-based language model and the best FLAIR embeddings and
feed those to our network. The network for the classification is a bidirectional
LSTM with a conditional random field (CRF) as final output layer as proposed
by [14]. Note that we train separate models for the metonymic and the literal
sense span.

4 Implementation and Experiments

The following describes the implementation of our approach, overviews the dif-
ferent experiments and presents the results. Our final system for the CLEF HIPE
2020 evaluation lab is referred to as CISTERIA.

To feed the CLEF-HIPE data into our tagger we need several preprocessing
steps. Our preprocessing includes sentence splitting (rule based method) and nor-
malizing word hyphenations. The motivation behind normalizing hyphenation is
that pretrained language models normally include normalized text and the word
hyphenation character in the CLEF-HIPE shared task is a special symbol ()

5 https://github.com/stefan-it/europeana-bert
" Under review.
8 https://huggingface.co/bert-base-german-cased
9 https://github.com/dbmdz/berts
10 http://www.europeana-newspapers.eu/



and does not occur in training corpora for pretrained language models. As we
use contextualized word embeddings, the correct hyphenation is very important
to produce high quality embeddings. To get the data ready for evaluation with
the officially provided evaluation script, we perform a reverse process and add
word hyphenation and sentence boundaries again.

We use the FLAIR [1] library to train our NER tagging models and we make
use of BERT embeddings in a feature-based setting. In order to get a represen-
tation for an input token, we first compute the mean of the first subword over
all layers of the transformer-based architecture and feed the resulting represen-
tation into a bidirectional LSTM with a CRF as the final layer, following [3].
To ensemble different embeddings and language models their representations are
concatenated and the resulting vector is processed by the neural model. CISTE-
RIA was trained on the official training and development data and does not use
any other additional labeled training data.

For the experiments with transformer-based language models, we fine-tune
BERT models using the Hugging Face Transformers library [29]. For these fine-
tuning experiments, we use a batch size of 16 and train 10 epochs. We perform
three runs per transformer-based model and select the best model based on
development F1l-score. We do not perform extensive hyperparameter search.

We then use the fine-tuned model in Flair (feature-based approach) for all
further experiments. We use a bidirectional LSTM with 256 hidden states and
a batch size of 16. The original BERT paper [8] uses the last four layers of
the transformer-based model for a feature-based NER model. Additionally, we
reduce the learning rate by a factor of 0.5 with a patience of 3. This factor
determines the number of epochs with no improvement after which the learning
rate will be reduced and can be seen as early stopping.

We found that fine-tuning a BERT model for the metonymic sense span was
very unstable resulting in zero Fl-scores. This is a well known problem for
datasets when only a small number of training instances are available and a
solution could be to use a different dropout strategy [17]. For that reason we
trained a model using the CLEF-HIPE FLAIR embeddings. In the prediction
phase we only do predictions when an entity is detected for the literal sense
span.

Our final system for the literal sense span uses FastText embeddings trained
on Wikipedia (FastText Wiki) and a self-trained large German BERT model. For
the metonymic sense span we train a separate model that uses FastText embed-
dings trained on Wikipedia and Flair embeddings provided by the organizers.

4.1 Results

For the evaluation of NER there are two regimes: strict and fuzzy. The strict
regime corresponds to exact boundary matching whereas the fuzzy takes over-
lapping boundaries into account, a detailed description can be found in [11]. In



addition spans are evaluated w.r.t literal or metonymic sense (see section 1.1).
We evaluate our systems using the official evaluation script!!.

All our reported results on the development set refer to the F1 score for
coarse grained NER in the strict scenario for the literal sense. For the test set
we report precision, recall and F1 score for both scenarios in the literal sense as
well as in the metonymic sense (see Table 8). According to the overview paper
of the shared task [11] the baseline in the strict evaluation scenario for German
Coarse NER in literal sense results in 47.6% F1l-score (see Table 7).

Our results of the experiments with different word embeddings show that
the FastText Wiki embeddings perform best, see Table 3. With an F1-score of
approx. 69% they can overcome the baseline by more than 20 percentage points.
Interesting is that the FastText Wiki embeddings are not trained on the biggest
amount of data compared to the other word embeddings (see Table 2).

Model F1

FastText Wiki 69.28 +0.65
FastText CC 66.38 +0.51
BPEmb [12] 67.71 £0.48

MultiBPEmb [13]  66.22 +0.14

Table 3. Experiments with different word Embeddings on German development set.
Averaged F1l-score over 3 runs is reported here. Best result in bold.

Different FLAIR embeddings lead consistently to better results than using
word embeddings. The FLAIR embeddings provided by the organizers (CLEF-
HIPE) perform best, with an F1-score of 77.04% (see Table 4). The gap between
the different FLAIR embeddings is comparably large and ranges from seven to
three percentage points difference. Here the embeddings that were trained on
the biggest amount of data perform best and the Redewiedergabe embeddings
that were trained on the least amount perform worst.

Model F1

Hamburger Anzeiger [23]  74.14 £0.11
Wiener Zeitung [23] 75.07 £0.11
Redewiedergabe [6] 70.21 £0.27
German (FLAIR) [3] 74.98 £0.30
CLEF-HIPE 77.04 +£0.12

Table 4. Experiments with different FLAIR Embeddings on German development set.
Averaged F1-score over 3 runs is reported here. Best result in bold.

" https://github.com/impresso/CLEF-HIPE-2020-scorer



Model F1

Europeana BERT (cased) 80.41 £0.14
Europeana BERT (uncased) 79.66 +0.32
German BERT (cased, large)  82.11 +0.50

Table 5. Experiments with different BERT models on German development set. Aver-
aged Fl-score over 3 runs is reported here. Best result in bold.

The usage of BERT enhances the performance once more. The German BERT
model performs best and results in 82.11% F-score (see Table 5). Again this is
the model that was trained on the biggest amount of data. The cased version
of Furopeana BERT leads to a similar performance with approx. two percentage
points less. Since German is case sensitive it is understandable that the cased
models perform better than the uncased ones. Like with the FLAIR embeddings
every setup with BERT outperforms the models of our previous experiments.

Model F1

FastText (Wikipedia) + CLEF-HIPE 4+ German BERT  83.57 £0.36
FastText (Wikipedia) + CLEF-HIPE 77.97 £0.47
FastText (Wikipedia) + German BERT 83.69 +0.08

Table 6. Experiments with different stacking experiments on German development
set. Averaged F1l-score over 3 runs is reported here. Best result in bold.

Finally the combination of German BERT with the FastText Wiki embed-
dings outperforms all of our other systems on the development set and results
in 83.69% (see Table 6). This result is plausible if we compare it to the best
F1-scores of [16] on other historical datasets. For two datasets their performance
is around 84%. The addition of the best FLAIR embeddings decreases the results
slightly. If combining the best FLAIR embeddings with the best FastText em-
beddings the model performs better than using FLAIR embeddings only but still
worse than the other stacking approaches. The performance of our best system
is approx. 40% better than the baseline, which is a large improvement.

4.2 Discussion of Results

We want to relate our final results on the test set to those of the other partic-
ipating teams. Compared to the baseline our final systems (CISTERIA) could
perform very good. If we take a look at the median of all participating teams
our system for the literal sense performs approx. 2% points better in the strict
scenario and is almost on par with the median in the fuzzy scenario (see Table 7).
For both regimes the best system L3i [5] outperforms ours by slightly more than



10% points. This could be due to the fact that they use powerful transformer-
based embeddings for different languages and a hierarchical transformer-based
attention model [28] together with a multi task learning setting approach. Our
experiments with BERT embeddings show that the model can benefit from the
German Europeana BERT language model a lot and that only a model trained
with even more data could outperform it. Therefore it is not surprising that a
model trained with more of these powerful BERT embeddings performs even bet-
ter. The benefit of the combination of models for different languages is at hand
and we suppose that our model performances can be enhanced if we integrate
multilinguality as well.

Strict Fuzzy

Team P R F1L| P R TF1

CISTERIA 0.745 0.578 0.651|0.880 0.683 0.769
EHRMAMA [27]|0.697 0.659 0.678]0.814 0.765 0.789
L31 [5] 0.790 0.805 0.797|0.870 0.886 0.878
SBB [15] 0.499 0.484 0.491{0.730 0.708 0.719
SINNER [21] 0.658 0.658 0.658|0.775 0.819 0.796
UPB [7] 0.677 0.575 0.621|0.788 0.740 0.763

UvA-1LPS [22] | 0.499 0.556 0.526|0.689 0.768 0.726
WEBIS [26] 0.695 0.337 0.454]0.833 0.405 0.545

Baseline 0.643 0.378 0.476|0.790 0.464 0.558
Median 0.686 0.576 0.636|0.801 0.752 0.766

Table 7. Results for NERC-Coarse literal with micro precision, recall and F1-score on
the test set. Bold font indicates highest, underlined the second highest result.

In the evaluation w.r.t the metonymic sense it turns out that our approach
to train a separate model was constructive. In both regimes our system performs
clearly above the median and in the fuzzy regime our F1-score is the second best
(see Table 8). Again the L3i system can reach the best scores, probably due to
the same reasons as mentioned above. Our results support our strategy that we
only do predictions for tokens where the literal sense is classified as an entity.

Regarding the precision our system performs very well and reaches second
best performance in all cases, except for the fuzzy evaluation in the literal sense
where our system performs best. Unfortunately the recall is relatively low with
around 50% for the metonymic sense and 57%/68% for the strict/fuzzy evalu-
ation in the literal sense. Our system has the ability to classify correctly if it
identifies a token as a possible entity but has problems with finding the entities
as such.



Strict Fuzzy

Team P R FIL| P R F1

CISTERIA 0.738 0.500 0.596|0.787 0.534 0.636
EHRMAMA [27]]0.696 0.542 0.610(0.707 0.551 0.619
L31 [5] 0.571 0.712 0.634|0.626 0.780 0.694
Baseline 0.814 0.297 0.435|0.814 0.297 0.435

Table 8. Results for NERC-Coarse metonymic with micro precision, recall and F1-
score. Bold font indicates highest, underlined the second highest result.

5 Future Work

The approach of the winning team suggests to include multilingual language
models and/or more data. Since a lot of powerful pretrained language models
are available we will integrate some of them in CISTERIA.

Another strategy is to take into account the domain of historical language
even more. Since there is a lot of noise in the data due to OCR it greatly differs
from modern standard language. Nevertheless there are many modern corpora
available on which transformer-based language models can be trained. Our goal
is to increase the similarity of those modern corpora to historical data. Therefore
we want to recreate some of the phenomena in historical corpora in the modern
corpora that we use for training the language models.

Besides that, manual rule-based sentence segmentation could have drawbacks
(e.g. bad segmentation could lead to short sentences). So in future experiments
we could use the context before and after the actual training sentence, such as
in [18]. This approach could eliminate potential drawbacks of an automatically
sentence segmented training corpus, because shorter sentences are now enhanced
with longer contexts.

6 Conclusion

We proposed a system to solve coarse grained NER for German in the CLEF
HIPE shared task. We conducted experiments with ensembling different word
and subword embeddings as well as transformer-based language models on the
basis of a bidirectional LSTM with a CRF as final layer. To use historical re-
sources at best we trained large language models on historical German data, such
as the German Europeana collection. Our best system uses FastText embeddings
trained on German Wikipedia data in combination with a large German BERT
language model. With a performance of 65.1% Fl-score our best system per-
forms slightly better than the median in the strict scenario for the literal sense
and with an Fl-score of 76.9% on par with the median in the fuzzy scenario. For
the metonymic sense our best system performs clearly above the baseline and
reaches the second best performance in the fuzzy scenario.
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