CEUR-WS.org/Vol-2696/paper_237.pdf

Automatic Detection of Fake News Spreaders Using
BERT
Notebook for PAN at CLEF 2020

Arup Baruah!, Kaushik Amar Das', Ferdous Ahmed Barbhuiya', and Kuntal Dey?*

I T Guwahati, India
% Accenture Technology Labs, Bangalore
arup.baruah@gmail.com, kaushikamardas@gmail.com,
ferdous@iiitg.ac.in, kuntal.dey@accenture.com

Abstract This paper discusses the approach we used to detect fake news spread-
ers. We used the pre-trained large cased BERT model to perform the classifi-
cation. We experimented by concatenating all the tweets of an author and then
performing classification using the vector obtained by max-pooling the 1024-
dimensional vectors of the sub-strings of the concatenated string. We also exper-
imented by processing each of the tweets of an author separately. It was found
that concatenating the tweets yields better performance. This model obtained an
accuracy of 0.6900 on the test set.

1 Introduction

The shared task on “Profiling Fake News Spreaders” was held as part of PAN at CLEF
2020. This task is basically a binary classification task where it is required to determine
if a given author has spread some fake news in the past or not. Detecting fake news
spreaders is an important step to prevent fake news from propagating through social
media. This task was held for English and Spanish languages. The details of this shared
task is available in Rangel et al. [8].

In this paper, we describe the work we performed for this shared task. We partic-
ipated in this task for the English language only. We used the pre-trained large cased
BERT [1] model to classify authors as fake news spreaders or not. The rest of this paper
is structured as follows: Section 2 discusses the related work that has been performed
for author profiling and fake news detection, Section 3 describes the dataset used for
this shared task, Section 4 presents the methodology we used, and Section 5 discusses
the results we obtained.

2 Related Work

The task of detecting fake news spreaders falls in the category of author profiling. As
opposed to author attribution where it is required to determine the identity of the author
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of a particular piece of text, author profiling is about categorizing authors into different
classes such as gender, age, occupation, bots, etc. based on a given text as the evidence.
PAN has been conducting shared tasks on author profiling since 2013.

Rangel and Rosso in [4] summarizes the author profiling task of PAN 2019. This
subtask required determining if the author of a particular piece of text is a human or a
bot. If the author is a human, the task also required determining the gender of the author.
The best performing system for detecting bots in the English language obtained an ac-
curacy of 0.96 using a random forest classifier [3]. Features used include tweet length,
number of capital and lowercase letters, mentions, retweets, edit distance between con-
secutive tweets, and tf-idf of unigrams and bigrams. For gender classification, the best
performance was obtained by a logistic regression classifier [10]. The features used in-
cludes word n-grams (1 to 3) and character n-grams (3 to 5). Instead of removing emoji
and special characters, they were converted to text. The system obtained an accuracy
of 84% in detecting gender. Polignano et al. [5] used a deep learning approach to de-
tect bots and gender. A combination of convolutional neural networks and dense neural
networks were used to perform the classification. GloVe, word2vec, and FastText word
embeddings were used in the study. Their system obtained accuracy scores of 0.9182
and 0.7973 in detecting bots and gender respectively.

With regard to fake news detection in social media texts, Shu et al. in [9] discuss
knowledge-based, style-based, stance-based, and propagation-based approaches for de-
tecting fake news. They also list the different types of features that can be used for fake
news detection which include content-based features (source, headline, lexical features,
syntactic features, and visual features), and social context features (user-based, post-
based, and network-based).

3 Dataset

The shared task “Profiling Fake News Spreaders on Twitter” was conducted for English
and Spanish languages. The training data provided for the English language consisted
of tweets for 300 different authors and 100 tweets were provided for each author. The
dataset was balanced with 150 positive and 150 negative instances. The number of
tokens in each tweet varied from 6 to 30.

4 Methodology

In our work, we used the pre-trained large cased BERT model. This version of BERT
has 24 layers and 16 attention heads. It produces 1024-dimensional vectors to repre-
sent the words. BERT generates contextualized word embeddings as opposed to static
embeddings produced by word2vec or GloVe.

The details of our approach are depicted in Figure 1. As mentioned in Section 3,
for each author, a list of 100 tweets is provided in the dataset. The tweets for each au-
thor were first concatenated. The concatenated string was then tokenized using BERT’s
WordPiece tokenizer. The tokens were then split into chunks of length 500 tokens. If the
last chunk had less than 500 tokens, it was padded with zeroes to make the length equal
to 500 tokens. Each of the token sub-list was then provided as input to the pre-trained



Prediction

Dense
Layer

Max-pooling

vactors |<50Tooim |o<;[.oo| 0000

ined Large ined Large Pre-trained Large
Cased BERT Cased BERT | “***** Cased BERT

f i !

| 500 Tokens | | 500 Tokens | ....... | 500 Tokens |

Split Tokens

[ All Tokens |
tweet 1
tweet 2 \ T Tokenize
tweet 3
¢ weet 1 tweet 2 IWCE3  seeseeesesesesnssssseasasssnenn eweet n I

/ Concatenated Tweets

tweet n

Tweets of
Author i

Figure 1. Architecture of our classifier

BERT model. The 1024-dimensional vector from the Extract layer of the BERT model
was used as the representation of the sub-string. Max-pooling was then performed on
the 1024-dimensional vectors of the token sub-lists. The resultant 1024-dimensional
vector was then provided as input to the classification layer. The classification layer
consisted of a single Dense layer having a single unit. The sigmoid activation function
was used for the layer. The Adam optimizer was used for training and the loss function
that was used was is Binary Crossentropy.

We also performed another experiment, whereby, instead of concatenating all the
100 tweets of an author, a 1024-dimensional vector was generated for each tweet using
the pre-trained BERT model. Max pooling was performed on the 100 vectors that thus
obtained. The classification was performed using the resultant vector. Max sequence
length of 40 was used for the experiment.

5 Results

In this section, we discuss the results obtained on the development and the test set. The
development set was created from the dataset by doing a stratified split. 80% of the
dataset was used for training and 20% of the dataset was used as the development set.
Table 1 shows the results obtained on the development set. As mentioned in section 4,
experiment 1 in the table refers to the experiment where the tweets of each author were
concatenated and then split in sub-lists of 500 tokens each (after tokenization). Experi-
ment 2 in the table refers to the experiment where each tweet was processed separately.
As can be seen from the table, concatenating the tweets resulted in better performance
than processing each tweet separately. Based on this observation, the model from ex-
periment 1 was used to make the submission for the shared task.



Table 2 shows the confusion matrices for Experiment 1 and Experiment 2 on the
development set. As can be seen, Experiment 1 performed better than Experiment 2 in
detecting the fake news spreaders category.

lExperiment Precision Recall F1 Accuracy
Experiment 1  0.7229 0.7167 0.7147 0.7167

Experiment 2 0.6435 0.6333 0.6267 0.6333
Table 1. Dev Set Results

Experiment 1 Experiment 2

Pred NOT Pred FAKE |Pred NOT Pred FAKE
NOT 24 6 23 7
FAKE 11 19 15 15

Table 2. Confusion Matrix for Dev Set

l System Method Accuracy‘
[ Our System BERT 0.6900 |
Best System - 0.7500

Baseline 1 [7] Low Dimensionality Representation 0.7450
Baseline 2 NN + word n-grams 0.6900
Baseline 3 SVM + char n-grams 0.6800

Baseline 4 [2] LSTM + Emotional features 0.6400
Baseline 5 LSTM 0.5600
Baseline 6 Random 0.5100

Table 3. Test Set Results (English language)

Our model obtained an accuracy score of 0.6900 on the test set for English lan-
guage. The evaluation on the test set was performed on the TIRA platform [6]. Table 3
shows the performance of our system in comparison to the best performing system of
the shared task and other baseline systems. As can be seen, our system performed better
than the random, LSTM, emotionally infused LSTM [2], and character n-gram based
SVM baseline systems. Our system had the same accuracy as the word n-gram based
NN baseline and performed worse than the baseline system that used the low dimen-
sionality representation technique [7]. The final rank in the shared task was determined
by averaging the accuracy scores obtained for both English and Spanish languages. As
we did not make any submission for Spanish language, our system obtained a rank of 58
out of 66 participants. However, when considering the scores for only English language,
we obtained a rank of 29 out of 66 participants.



6 Conclusion

Detecting fake news spreaders in an important step to control the spread of fake news
through social media. In our work, we used a classifier based on the pre-trained large
cased BERT model to detect fake news spreaders. It was found that concatenating all the
tweets of an author yielded a better performance than processing each tweet separately.
Our model obtained accuracy score of 0.6900 in the test data. It performed better than
the character n-gram based SVM, LSTM, emotionally infused LSTM and the random
baseline systems.
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