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Abstract. This paper describes the participation of the EFE research
team in task1 of CLEF eRisk 2020 competitions. This challenge basically
focuses on the early detection of symptoms of self-harm from users’ posts
on social media. Identifying mental illnesses especially in the early stages
can help people and avoid risky behaviors. Personal notes on social media
are often indicative of one’s psychological state, therefore using natural
language processing techniques on users’ posts one can develop an early
risk detection system. The proposed method is basically consisting of
Word2Vec representation, an ensemble of SVM and deep neural network
and also attention layers. The obtained results are very competitive and
show the strength of the system provided in the early diagnosis of self-
harm.
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1 Introduction

Self-harm, also known as self-injury, is defined as intentional bodily harm and
can affect all people, regardless of age, gender and, race. It can be considered as a
common mental health issue, which can lead to several mental illnesses including
depression, anxiety and, emotional distress [9] . Previous findings suggest that
people’s narratives or writing patterns can reflect their mental state [29, 30]. So
with help of sentiment analysis, researchers try to identify mentally ill individuals
based on people’s writings on the internet and this is the main objective behind
the CLEF eRisk challenges [17, 18, 20]. This year’s challenge has two tasks. Task 1
deals with early detection of self-harm and task 2 tries to measure the severity of
the signs of depression. The EFE team participated in Task 1 of the competition
and that is given a sequence of writings for each user, the system attempts
to detect signs of self-harm in users as early as possible. User’s writings are
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processed in the same order in which they were sent and it lets chronologically
monitor user’s activity.

This paper presents the participation of the EFE team in self-harm early
detection challenges of CLEF 2020 [22]. The method is an ensemble of deep
neural networks and Support Vector Machine (SVM) as the classifier of the
approach which takes its features from vector representation of the text of people
posts. These vectors are Word2Vec representation of cleaned text tweaked by
attention layers at different steps. Evaluation results of proposed method runs
and all other competition runs of the task 1 is discussed.

The rest of the paper is organized as follows. Section 2 covers related work,
while section 3 gives a brief description of Task 1 of early risk detection and
the used datasets. And part 4 introduces the proposed method. Analysis of the
results of experiments are presented in section 5 and finally, the conclusion and
suggested directions for future works are presented in section 6.

2 Related Work

Early risk detection based on sentiment analysis is a trending research field
having many growing applications. In recent years, given the popularity of social
media networks as a source for news and information such health-related datasets
have been made available which attracted substantial attention and led to the
introduction of online competitions such as CLEF [1, 17] , CLPsych Shared Task
[8, 23, 36]. Research suggests that individuals with mental issues can be identified
by what they publicly share on online social media platforms because of the
language patterns they use in their written texts. Thus, with advances in Natural
Language Processing (NLP) researchers can now provide tools that have the
capability of detecting mental illness in early stages.

NLP modules basically have two steps. The first step is a vector representa-
tion of text such as term frequency-inverse document frequency (TF-IDF) [2],
pre-defined patterns, or Part-Of-Speech tagging which needs expert views over
the context. Also, there are more generic text representations namely Word2Vec
[25, 26], Doc2Vec [15], and LDA (Latent Dirichlet Allocation) [3, 24] that are
based on counting all words of context. All of these try to represent the text
as a high-dimensional vector that is appropriate for machine-learning engines.
The second step is the learning process. SVM, neural networks and inference
models are some of many learning models which are being wildly used in the
NLP process.

Dealing with the detection of mental illness, especially self-harm is a challeng-
ing task as it is commonly relied on self-report. Most people who have self-harm
also suffer from other mental illnesses, such as depression and anxiety, and thus
make it difficult to be distinguished [13, 10]. Wang et al. [34] were detecting self-
harm content on Flicker using word embedding and deep neural networks. UNSL
team [5], one of the participants in eRisk 2019, designed a special dictionary-
based text classifier. Bouarara and his team [4] analyzed users tweets to detect
suicidal or self-harm behaviors to prevent any risk attempt using a sentiment



classification model. Research findings state that users’ writing patterns can ex-
press their mental state [7, 6, 32]. Furthermore, based on researches in this field,
EFE team participated in in CLEF eRisk 2020 competition using a combination
of 2 deep neural networks and SVM models trained by Word2vec text represen-
tation which promising results were obtained.

3 Dataset and Competition

The training dataset of early self-harm detection as Task 1 of CLEF 2020 was
provided by the competition organizer and was the Task 2 of CLEF 2019 com-
petition [20, 19]. The dataset consists of dated textual data of users’ online posts
labeled as self-harm and non-self-harm. The labeling only determines the status
of each user and doesn’t suggest any label for each writing. Table 3 shows a brief
statistic and summary of Task 1 train data [21].

Table 1. Task 1 self-harm train dataset statistics

Train Dataset

Self-harm Control

No. Users 41 299

Avg. No. writings per user 169 546.8

Avg. No. words per writing 24.8 18.8

The training dataset includes whole writings of each user and a label indi-
cating the self-harm status of each one. The test stage though has an iterative
strategy and a new round of writing for each user is being released only after the
current run results are sent by the competitor. The evaluation measures being
used in this challenge other than precision, recall, and F1, is ERDE. A detailed
description of the tasks and evaluation metrics can be found in the corresponding
task description paper [21].

4 Proposed Method

The proposed method for eRisk 2020 Task 1 is a multi-level approach which is
a combination of deep neural networks and SVM machine along with attention
mechanism, as shown in Fig. 1. At each round, first, at word level, the text
cleaning steps including lowercasing, tokenizing, removing additional phrases
and stemming is done to obtain a cleaned version of submitted texts and then
vector representation of post using Word2Vec model [15, 25] is computed. Then,
at user level these representation of posts is fed to the first level machines and
scores of indicating the level of self-harness for each post is achieved. Next, at
user level, these scores are aggregated to create user level features. Using an
attention mechanism and Chi-Squared feature selection technique [25, 33] the
most appropriate features are being selected as input to the user level learning



machines. Finally, values of user level SVM machines are making the final deci-
sion based on a scoring fusion function. Therefore, at each round based on the
user’s writings from the beginning until this round a decision about considering
the user as a self-harm case is being made. Further details for each level are as
follows.

Fig. 1. Architecture of the proposed model

4.1 Word level

Word level or input layer is where create a numerical representation of words
and posts used by learning machines at the next level. First, the text of people’s
post is tokenized and cleaned using NLP tools which mostly involve converting
plurals, removing web address and hashtags, lowercasing, stemming and lem-
matizing [27]. Then these clean words are fed to the word embedder which in
this experiment is a customized Word2Vec model with 100-dimension vector
space that is trained on Twitter and Reddit posts. Word2Vec is two-layer neu-
ral network that is trained to reconstruct or predict surrounding contexts of
words in a sentence [14] and the inner layer weights of trained network are used
as numeric representation of words. Therefore, each post P is represented by
[W2V1,W2V2, ...,W2Vm]p and each W2V p

i is a 100-dimension vector which is
Word2Vec representation of i-th word of p-th post.



4.2 Post level

In post level, the Convolutional Neural Network (CNN) [27, 14, 16] , Long Short-
Term Memory (LSTM) [35, 12] and SVM [31, 28] are the main learning machines.
The one dimensional CNN and LSTM networks process words of each post based
on their chronological order and gives a score for each post which determines the
probability of belonging to the self-harm class. Each W2V p

i Word2Vec represen-
tation of each words of post is fed directly to the CNN and LSTM networks.
Additionally, SVM is not being able to sequentially process words’ posts and
thus the aggregated version of words representation which is a weighted average
of each words’ post as shown in equation 1 is fed to the SVM machine. Then the
SVM like the other two neural machines gives a score to each post.

Rp =

np∑
i=1

(Wword)p,i ×W2V p
i (1)

Where Rp represents the numerical representation of p-th post and (Wword)p,i
is weight of i-th word of the p-th post which is computed in the training process
based on the importance of every word in the degree of positivity of each post.
And W2V p

i is the Word2Vec representation of i-th word of p-th post. Therefore,
the output of this level for each post of a user is a three-value vector in a way
that each learning machine produce one value.

4.3 User level

At user level, posts’ score of each user form a 3×n matrix which n is the number
of post sent by user up to the current round. In the training stage, by using
common statistical measures such as average, standard deviation and variance
[11] 37 features are generated for each user and among these features, with the
help of Chi-squared feature selection method [25, 33] , the 7 most descriptive
ones are being selected and used as inputs in the SVM machine. In the test
stage, at each round, these 7 descriptive features in forms of 3 × 7 matrix are
created based on user writings from the beginning.

Before applying statistical measures on scores of post level, scores are changed
by the attention mechanisms. Considering the fact that not all the posts sent
by a user is related to one’s mental state, posts scores are weighted by their
correlation to self-harm category. Therefore, the score’s posts are being weighted
and then used to generate the selected statistical features which are fed into the
final SVM.

At each round, the three-digit value output of the final SVM is used by the
scoring fusion function which calculates a value indicating the level of self-harm
of the user based on one’s writing from the beginning. These values are sent to
the final decision system to alerts a ‘1’ for users with self-harm mental status.

The final decision system works in a way that it stores scores of scoring
fusion function at each round and then decide to alert ‘1’ for users whenever the
conditions depicted below are met.



• The average scores of user’s up to this round.
• The number of ascending cases of user’s scores.
• The number of values above the maximum threshold level.
• The average higher scores of user’s up to this round.

5 Experimental setup and results

The main parts of proposed system are shown in Fig. 1. EFE team have partic-
ipated in task 1 with three runs, each of which has small differences.

• The first run model is exactly as depicted in Fig. 1 and used eRisk 2018 task
1 & 2 as the training dataset for optimizing the post level and used eRisk
2019 task 1 & 2 as the training dataset for optimizing the user level and
configuring the attention mechanism.

• The second run configuration is as same as the first run, and the only dif-
ference is for the training datasets. eRisk 2018 depression task was used to
train the first post level of the machine and the eRisk 2019 self-harm was
used to train the user level of the model.

• The third run model only has the SVM machines and the neural network
models of the system are omitted. The datasets for post and user levels are
the same as run 2 training sets.

Evaluation metrics for this challenge were two groups that are fully explained
in [1]. The first group measures are precision, recall, and F1 metrics which con-
sider accuracy of the model on unbalanced datasets. And the second group which
is early risk detection error (ERDE), latencyTP and latency−weighted F1 con-
sider accuracy of the model in presence of time.

Table 5 shows the official results of the 3 runs of the proposed system. As
can be seen in the table, the second run has the best performance among the
others and that is because of choosing the self-harm dataset for training the user
level. However, the first run has shown comparable results, which indicates the
connection between depression and self-harm and other mental illnesses.

Table 2. Official result of the proposed method runs in self-harm task (T1)

Run P R F1 ERDE5 ERDE50 LatencyTP Speed
Latency-weighted

F1

1 0.73 0.519 0.607 0.257 0.142 11 0.961 0.583

2 0.625 0.625 0.625 0.268 0.117 11 0.961 0.601

3 0.496 0.615 0.549 0.283 0.14 11 0.961 0.528

There are 56 runs of 12 teams participating in Task 1 of 2020 eRisk CLEF
challenge. Table 3 shows the statistic of participant results compare to the pro-
posed method. As shown in Table 5 the method has gained comparable results



Table 3. Statistics of results of 56 runs and rank of proposed method for task 1 (*: in
these measures lower value means better performance.)
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Min 0.237 0.01 0.02 0.423 0.269 133 1 0.019 0.301

Max 0.913 1 0.754 0.134 0.071 1 0.526 0.658 200

Average 0.437 0.639 0.441 0.247 0.170 15.89 0.943 0.448 18

Std. 0.235 0.322 0.175 0.056 0.042 29.31 0.107 0.126 57.39

EFE Team 8 30 4 33 11 11 16 3 2

in F1 and latency-weighted F1 measure and achieved 4th rank in F1 and 3rd
rand in latency-weighted F1 measure in almost the shortest time needed for pro-
cessing and completing the challenge. Because of the imbalance in the dataset,
the key to great performance is to maintain the balance between P and R, which
is achieved in run 2 of the proposed model. Given the fact that this was the first
attempt participating in such competition, we paid a lot of attention to giving
early answers and as a result, the best outcomes of the model were not obtained.
This also explains why the latency-weighted F1 rank is the third, while the F1
rank is the forth

6 Conclusion and future work

In this article using the presented model, EFE team participated in task 1 of
eRisk2020 [21]. The task was to detect the sign of self-harm in users based on
their writings as early as possible. By engaging in this challenge, the capability of
social media’s content as a potential source for applications related to health and
safety issues has been demonstrated. The proposed system is an ensemble multi-
level method based on SVM, CNN, and LSTM network, which are fine-tuned by
the attention layers.

The test results show the positive effects of using attention mechanisms in
the post layer and the user layer on the system, especially since not all posts sent
by a person reflect his or her mental state. Another main difficulty is that there
is always a trade-off between early decision making and more precise decision
making. In this way, on the one hand, there is the need to detect the sign of
mental illness in the user as early as possible and on the other hand, the more
writings the system processes about the user, the more accurate the answer will
be.



Finally, considering the fact that this is the first attempt of EFE team at such
challenges, it’s been found that a lot of work can be done to improve the system
for real situations. Future research direction in improving the model is by working
on better encoding text into numerical representation and also creating better
attention mechanisms at different levels of the system. Also, another research
interest is to find an optimum, under which both accuracy and giving the fastest
answer are maintained.
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