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Abstract. This paper describes the methodology of The Inception team
participation at ImageCLEF Medical 2020 tasks: Visual Question An-
swering (VQA) and Visual Question Generation (VQG). Based on the
data type and structure of the dataset, both tasks are treated as im-
age classification tasks and are handled by using the VGG16 pre-trained
model along with a data augmentation technique. In both tasks, our best
approach achieves the second place with an accuracy of 48% in the VQA
task and a BLEU score of 33.9% in the VQG task.
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1 Introduction

Recently, enormous research efforts have been invested in merging or fusing tech-
niques and natural language processing, signal processing and computer vision
with the aim of improving the interaction between humans and intelligent sys-
tems, which in turn gives rise to tasks like Visual Question Answering (VQA),
Visual Question Generation (VQG), Multimodal Machine Translation, Video
Captioning and Scene Understanding, etc. Such tasks require learning across
multimodal features from both visual and language data [18,23,25,5,11].

VQA and VQG are closely related tasks with significant importance [3]. VQA
aims to answer a given question based on a given image. On the other hand, given
an input image, VQG is concerned with generating relevant questions on this
image along with their answers while relying only on the image content. Both
tasks have attracted the attention of several researchers who proposed interesting
models with promising results [3].
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Among the most notable efforts on VQA is a set of challenges or shared
tasks held every year addressing different versions of VQA. Starting from 2016,
a challenge on general VQA, known as the VQA Challenge,! is held every year
to answer questions of various types (multiple-choice questions, yes/no questions
and questions with open-ended answers).

For the medical domain, a challenge known as the VQA-Med challenge has
been held since in 2018. In its first version [6] only five teams participated in
the task which focused on answering questions about abnormalities in medical
images. For the second version, VQA-Med 2019 [4], the challenge included four
question categories on each medical image: the plane, the modality, the organ
system and the abnormality shown in the image.

In this paper, we propose models to solve the medical VQA-Med tasks [3]
(VQA and VQG) organized by ImageCLEF 2020 [8]. All of our models are based
on the pre-trained convolutional neural networks (CNN), VGG16 [22], and data
augmentation technique. In both tasks, our best approach achieves the second
place with an accuracy of 48% in the VQA task and a BLEU score of 33.9% in
the VQG task.

The rest of this paper is organized as follows. The following section briefly
surveys the literature on VQA and VQG. Section 3 presents the description of
the both VQA-Med tasks (VQA and VQG) along with a detailed analysis of
the dataset for each task. In Section 4, we present the proposed models for each
task. Submission results and discussion are presented in Section 5. Finally, the
paper is concluded in Section 6.

2 Related Work

For the general VQA task, several researchers merge both visual and text in-
formation using encoder-decoder networks [14], while others introduce attention
over images to highlight the most important regions in the image to answer
questions [20]. In [13], the authors proposed a co-attention mechanism to jointly
apply attention on both images and questions.

For medical VQA, the task is challenging as it requires a dedicated medical
dataset and expert doctors to understand the data. VQA-Med [7] is a compe-
tition launched first in 2018, where it provides each year a medical dataset for
the VQA task. Team UMass [17], which achieved the highest BLEU score in
2018, proposed a co-attention method between images features, which are ex-
tracted from ResNet-152, and text features from pre-trained word embedding.
Team JUST [24] used a simple encoder-decoder model based on Recurrent Neu-
ral Networks (RNN) with Long Short-Term Memory (LSTM) where the image
features were extracted by a VGG16 model.

For the second version of the VQA-Med challenge in 2019, the team of Zhe-
jlang University [26] was ranked first among 17 teams. This team adopted the
co-attention mechanism to merge both visual and text features. The image fea-
tures were extracted using the VGG16 network with Global Average Pooling

! https://visualqa.org/index.html



strategy, while the Bidirectional Encoder Representations from Transformers
(BERT) model was used to extract question features. The Multimodal factorized
bilinear pooling (MFB) and multi-modal factorized high-order pooling (MFH)
methods were used for features concatenation. In the same year. Our team,
Team JUST [1], was ranked among the top five teams by proposing a hierar-
chical model composed of multiple deep learning sub-models to handle different
question types. All sub-models were based on a pre-trained VGG16 network
as image classification, without considering questions as input features for the
sub-models.

Visual Question Generation (VQG) is a task of developing visual understand-
ing from images to generate reasonable questions with constraints (conditional
VQG) [12] using labeled answers, or without constraints (unconditional) using
only the image itself. Annotating multiple questions with each image as a VQG
dataset was first collected by [15].

Various works have adopted the multimodal context of the natural language
of questions/answers and visual understanding of the image. The authors in [27]
proposed an approach to understanding the semantics in the image by simulta-
neously training VQG and VQA models as it is viewed in [12] as a dual-task.
In [27], the VQG model used both RNN and CNN to let the model learn both
natural language and vision aspects. Extending this in [9], where the authors
used Variational Autoencoder (VAE) with LSTM to generate several questions
per image. On the other hand, a deep Bayesian multimodal network was pro-
posed by [16] to generate a set of questions for each image.

Regarding VQG in the medical field, Sarrouti et al. [19] proposed an approach
for VQG about radiology images called VQGR. The approach relied on VAE.
To increase the dataset size, the same authors [19] applied data augmentation
on both images and questions on the [10] dataset.

3 Tasks and Dataset Description

In this section, we discuss the details and datasets of VQA-Med 2020’s two tasks:
VQA and VQG.

3.1 VQA Task and Dataset Description

The dataset of VQA-Med consists of 4,000 training medical images and 500 val-

idation medical images, where each image is associated with a Question-Answer

(QA) pair. Additionally, there are 500 medical test images with their questions.
The questions are from two types:

— Type 1: Questions asking about abnormalities in the image. For example,
“what is the abnormality in this image”. This type represents the major-
ity of abnormality questions (98.5% of the training data, and 94.4% of the
validation data).



— Type 2: Questions with yes/no answers that ask if the image is normal or
not. For example, “is this image normal” or “is this image abnormal” (1.5%
of the training data, and 5.6% of the validation data).

It is worth to mention some brief statistics about the dataset:

— There are only 38 unique questions in the 4,000 training questions.

— There are only 26 unique questions in the 500 validation questions.

— There are only 332 unique answers in the 4,000 training answers.

There are only 232 unique answers from the 500 validation answers.

Most unique answers are each associated with 5-20 questions/images, while
the most repetitive answer is associated with 80 questions/images, and the
least repetitive answer is associated with 3 questions/images.

Samples of the datasets are provided in Table 1. The required in the VQA
task is to answer the question given for each image.

3.2 VQG Task and Dataset Description

For the second task, VQG, the dataset consists of 780 images with 2,156 ques-
tions for training data, and 141 images with 164 questions for validation data.
Each image is associated with one or more questions (up to 12 questions). For
the test data, there are 80 images. The answers are given for the training and
validation datasets but not for the test dataset. The questions on the images are
diverse and are not necessarily related to the VQA dataset (i.e., questions are
not limited to asking about abnormality in images).
It is worth to mention some brief statistics about the dataset:

— There are 1,942 unique questions in the 2,156 training questions.

— There are 161 unique questions in the 164 validation questions.

— Most questions occurred once, but some questions are associated with more
than one image (up to 8 images).

Some questions in the validation data are not in the training data.

Samples of the datasets are provided in Table 2. The requirement in the VQG
task is to generate at least one question and a maximum of seven questions for
each test image.

4 Methodology

In this section, first, the description of the basic models is provided, followed by
the details of each task submission.

We explore different approaches for the tasks at hand. However, most of these
approaches are based on our experiments from last year’s edition of the VQA-
Med task [1]. We call this the basic model for any reference later. Following is a
description of this model.



Table 1. VQA task dataset samples
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The model is for image classification that uses the pre-trained model VGG16
with the last layer (the Softmax layer) removed and all layers (except the last
four) are frozen. The output from this part is passed into two fully-connected
layers with 1,024 hidden nodes, followed by a normalization layer. Finally, the
output is passed into a Softmax layer with the required number of classes based
on the task. Figure 1 shows the architecture of the basic model.

The other pillar in our models is the augmentation technique. Although deep
learning models have a remarkably excellent performance in several fields such
as computer vision, they suffer from overfitting when the learners fit the training
data perfectly. Usually, to avoid overfitting, the networks have to access more
data. However, many applications lack the access to big data, such as medical
image applications. One solution to increase the amount of the training data is
data augmentation, which aims at increasing the diversity of the data without
the need to collect new samples. For images, the augmentation done by applying



Table 2. VQG task dataset samples

Image Question

Q1: What are present in the right
greater wing of the sphenoid
and in the right parietal bone just
above the squamosal suture?

Q2: What involves the right
parietal bone just above
the squamosal suture?

Q3: What are demonstrated
in the skull?

Q4: What are present in the
right greater wing of the
sphenoid and in the left

parietal bone near the vertex?

4 of classes
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Fig. 1. Basic model architecture

one of the geometric transformations, flipping, padding or random erasing on
the existing images to produce new images [21].

For the VQA-Med tasks, we apply data augmentation on images to improve
the performance of our models. We experiment with various ways of augmen-
tation such as rotation change, width/ height shift, rescale, zoom and ZCA
whitening.

ZCA whitening [2] is a whitening transformation used to decorrelate fea-
tures in the data. It is widely used for images as it removes redundancy and
highlight the structure of features. Not like PCA whitening, ZCA preserves the
arrangement of the origin which makes it a good option for CNN.

4.1 VQA Task

A common way of dealing with VQA tasks is by using sequence-to-sequence
(SeqtoSeq) models that merge image features and question features to predict



the answer. However, due to the dataset nature and the repetitiveness of the
questions, the contents of the questions are not expected to play a major role in
answering the questions (aside from determining the questions type, etc.). On
the other hand, the image features play a more significant role. Hence, we treat
this task as an image classification task.

The core for our models is the basic model which is illustrated previously
(see Figure 1) with additional modifications. Specifically, we build two models
as follows.

— A model for classifying image into normal/abnormal for yes/no answers.
— A model for answering abnormalities questions.

For the first model (normal/abnormal), we use the basic model by passing
the output to a Softmax layer with 2 classes (normal/abnormal). Images with
their QA pairs used in this model are the ones associated with questions that
start with “What”.

For answering abnormalities questions by the second model, we use the same
previous model’s architecture, but the output is passed to a Softmax layer with
330 classes (the different 330 abnormalities in the training dataset).

For this task, we make five submissions. Table 3 summarizes the difference
between these submissions, which are all based on the previous model descrip-
tion. For Submission 2-5, we apply data augmentation on images to improve
the performance of the second model (the abnormalities model). We experiment
with various ways of augmentation such as rotation change, width/ height shift,
rescale, zoom, and ZCA whitening.

4.2 VQG Task

For the VQG task, based on the data description, answers are available only
for training and validation data. So, we decide to build our model based on
the images only. The first idea to apply in such tasks is the image captioning
where the question is considered as the caption. This model is used in our first
submission out of the five ones we made for this task.

The image captioning model is a Seq2Seq model. In each time step, the image
features are concatenated with the current question word to extract the features
in that time step. These features are passed to an LSTM layer, then to a dense
layer followed by a Softmax layer to predict the next word. For the first step,
the image with a predefined start word is used to predict the first word of the
answer, and the image with the first word of the answer is used to predict the
second word of the answer, and so on.

Due to the poor performance we get from this approach, we resort to treating
this task as an image classification task in Submissions 2 and 3. We use the same
basic image classification model, except that the output is passed to a Softmax
layer with 2,072 classes (the different 2,072 unique questions in both the training
and validation datasets).



Table 3. Description of VQA submissions

Submission# |Method
The basic model

1 without any data augmentation, 50 epochs
The basic model +
5 data augmentation using

featurewise_center and
featurewise_std_normalization, 50 epochs

The basic model +
3 data augmentation using
ZCA whitening, 300 epochs

The basic model +
4 data augmentation using
ZCA whitening, 50 epochs

The basic model +

use the weights of the highest

5 accuracy model so far (Submission 4)

as pre-training +

data augmentation using ZCA whitening, 150 epochs

For Submissions 4 and 5, we use the augmentation technique with ZCA
whitening beside the basic image classification model. Table 4 summarizes the
difference between the five submissions.

5 Results and Discussion

5.1 VQA Task Results

Our team, The Inception Team, got the second place in the leaderboard, as
shown in Figure 2, among the eleven participating teams with our best accuracy
reaching 48%. This is lower than the first place by only 1.6%. Our best result
is obvious in Submission 4, which uses our basic model and ZCA whitening
augmentation and 50 epochs of training (see Table 3).
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Fig. 2. VQA task leaderboard

Table 5, provides accuracy and BLEU score of each of our submissions.



Table 4. Description of VQG submissions

Submission# Method

Image captioning model

1 50 epochs

predict one question for each image.
Image classification model

2 25 epochs

predict 7 questions for each image.
Image classification model

3 50 epochs

predict 7 questions for each image

Image classification model
data augmentation using ZCA whitening

4 100 epochs
predict 7 questions for each image.
Image classification model

5 data augmentation using ZCA whitening

50 epochs
predict 7 questions for each image.

Table 5. The Inception team VQA task submissions results

Submission#|Accuracy BLEU Score
1 0.454 0.486
2 0.458 0.495
3 0.444 0.479
4 0.48 0.511
5 0.44 0.476

5.2 VQG Task Results

In the VQG task, we also got second place in the leaderboard, as shown in
Figure 3, among the three participating teams with our best accuracy 33.9%
which is less than the first place by 0.9%. Our best result is via Submission 4,
which uses our basic model and ZCA whitening augmentation (see Table 4),
predicting 7 questions for each image, and 100 epochs of training.

Table 6 provides the BLEU scores of each of our submissions.

5.3 Discussion

Several observations can be obtained from our experimentation. For example,
the positive effect of using the augmentation technique is clear in both tasks.
The models with augmented images results are better than the ones without
augmentation, especially in the VQA task. For both tasks, after using ZCA
whitening augmentation, the accuracy of the models has increased. The reason
why other augmentation methods such as rotation and shifting have worsened the
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Table 6. The Inception team VQG task submissions results

Submission# |BLEU Score| BLEU Score
1 0.031 0.486
2 0.314 0.495
3 0.319 0.479
4 0.339 0.511
5 0.331 0.476

model performance is due to the nature of radiology images which are sensitive
to these changes as they might affect the purpose of images.

It worth to mention that both of feature wise std normalization and feature
center techniques have not outperformed the ZCA whitening. The distribution
of data will be Gaussian distribution in the feature wise std normalization, as
it divides each image by the std standard deviation of all images in the dataset.
On the other hand, the mean of each image is set to zero for the feature center
method.

6 Conclusion

In this paper, we describe a set of models we submitted for the ImageCLEF
2020 VQA-Med tasks. We showed that our intuition (based on our analysis of
the dataset) of treating the tasks as image classification tasks is more useful
than including a natural language processing (NLP) component as one would
expect in VQA/VQG tasks. Our best model is based on VGG16 and augments
the data using the ZCA whitening technique. We achieved 48% accuracy in the
VQA task, and 33.9% Bleu score in the VQG task. These scores gave our team
the second place in the two tasks.
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