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Abstract. Intelligent learning and understanding of image and text in-
formation are important research directions for the successful application
of deep learning in computer vision (CV) and natural language processing
(NLP). This paper takes medical images and questions as the research
objects, by extracting the feature information contained in the medi-
cal images and questions and combining with the attention mechanism
makes the computer system to more accurately obtain the information
expressed by the images. Then, the model predicts the answers to the
questions about the images. This paper proposes a novel model for the
ImageCLEF VQA-Med 2020 task [1]. In this model, we use the improved
pre-trained VGG16 to extract image features, and GRU module to ex-
tract text features of the questions. Then the structure of Seq2seq, in-
cluding encoding and decoding parts, is applied to obtain the predicted
answers. Our team gets the seventh rank in the ImageCLEF VQA-Med
2020 challenge, and our model achieves accuracy score and BLEU score
of 0.376 and 0.412 respectively, in the competition.
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1 Introduction

With the rapid development of CV and NLP, visual question answering
(VQA) has become one of the increasingly popular research areas in deep learn-
ing [2]. VQA technology is a comprehensive technology that combines CV, natu-
ral language understanding, knowledge representation and reasoning. Compared
with specific artificial intelligence technologies such as image processing, text
processing, and NLP, VQA is a frontier for general artificial intelligence research
explore [3]. Because it includes two parts of content about artificial intelligence,
i.e., image processing and NLP. In the field of NLP, language-based question
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answering has been extensively studied and great achievements have been made.
However, question answering systems involving vision is rarely known. VQA is
an interdisciplinary research direction. Its main purpose is to automatically an-
swer natural language questions based on relevant visual content (pictures or
videos). It is one of the key research directions in the field of artificial intelli-
gence in the future. Most of the VQA technology is applied to some random
scenes containing objects or people, and then generates questions related to the
image based on the image content, finally, the VQA system gives the answers
to the questions. In general, applying the attention mechanism or target de-
tection (similar to Fast-RCNN [4]) method in the above-mentioned scenarios
is more effective, but because the medical datasets lack labels and artificially
divided candidate bounding boxes, there are no special pre-trained models on
large medical datasets, so VQA tasks in the medical field are still difficult chal-
lenges. This paper describes the implementation of VQA in the medical field.
The model we propose in this paper is a multi-classification one. The answers in
the training set are extracted as candidate answer sets. The answers are divided
into a simple yes/no, one word, and sentences composed of multiple words. The
model uses CNN and RNN to extract the image and text features respectively,
and uses these two parts of features as input to the next step, where the image is
not the original one but a pre-processed one when it is input to the network. The
purpose is to reduce noise in the image. The structure of this paper is organized
as below.

The next chapter briefly describes the relevant work and summarizes the
methods used in this model. Chapter 3 describes our proposed method and
dataset. Chapter 4 introduces our model in detail. Chapter 5 describes the ex-
perimental results and model evaluation results, and Chapter 6 is the summary
of this paper.

2 Related Work

After reading a lot of literature, we found that the implementation of VQA
technology is generally based on deep learning, and deep neural networks are
also the most effective method to achieve VQA tasks. VQA tasks are roughly
divided into two aspects. First of all, CNN is generally used to extract image
features, such as VGGNet, Resnet, Inception, Googlenet, and so on. Pre-trained
deep learning networks by ImageNet [5] have obtained good results on many
traditional VQA datasets, such as COCO-QA [6], Visual7W [7]. While we do not
have a deep learning model pre-trained on large medical datasets, so we can only
use the ImageNet pre-trained model and improve it. Secondly, RNN is used to
extract the feature of the text processed through embedding layer. In this paper,
the structure of seq2seq and the attention mechanism are applied. The attention
mechanism first appeared in the Deepmind team using it to help classify images
on the RNN model [8], and achieved good results. Subsequently, Bahdanau et
al. [9] proposed the use of attention mechanism in machine translation tasks to
complete machine translation and alignment work, which also achieved a huge



breakthrough. The sequence to sequence (Seq2seq) [10] method was proposed
by the Google team in 2014. The basic idea of seq2seq is to use two RNNs, one
RNN as the encoder, and the other as the decoder. We proposed an Xception-
GRU model in the ImageCLEF VQA-Med 2019 task [11] last year, in which the
Xception network was applied to the image feature extraction part, and the GRU
model was applied to the text feature extraction part, these two parts of features
were respectively passed through the attention module and the feature fusion
module, and finally predicted answers after softmax layer. The model achieved
accuracy and BLEU scores of 0.21 and 0.393 at ImageCLEF VQA-Med 2019
task and got the fifteen rank last year. Based on the new data set, we have made
a little progress and gets the seventh rank in this year’s ImageCLEF VQA-Med
2020 task. We will introduce this new data set, ImageCLEF VQA-Med 2020
dataset, in the following chapter 3 dataset description.

3 Dataset Description

The dataset in this paper is from the ImageCLEF VQA-Med 2020 task, which
is divided into three parts, training set, validation set and test set as shown in
Table 1. Compared to last year’s data set, the pattern for this year’s data set
is one image for multiple questions instead of one image for one question last
year, and this year’s data set is not divided into four categories last year’s data
set, but the type of this year’s questions is closer to last year’s abnormality
class questions. It is also the hardest class of questions to deal with, because the
answers to the corresponding questions are not very regular.

Table 1. Statistics of VQA-Med data.

Training Validation Test

Images 3000 500 500

Questions 3000 500 500

Answers 3000 500 —

In continuation of the two previous editions, this year’s task on VQA-Med
consists in answering natural language questions from the visual content of asso-
ciated radiology images, it focuses particularly on questions about abnormalities
[12].

There are two examples of medical images and associated questions and an-
swers from the training set of ImageCLEF VQA-Med 2020, as shown in Figure
1:



Fig. 1. Two examples of medical images and associated questions and answers from
the training set of ImageCLEF VQA-Med 2020.

4 Methods

4.1 Model prediction

This paper proposes an Encoder-Decoder model. The answers from the train-
ing set are extracted to form a candidate answer set. There are a total of 333
candidate answers. All we have to do is to let the model assign a predicted
probability value to each answer word in this candidate answer set. The output
module consists of GRU network that takes the thought vector which includes
question and image features as initial state. < SOS > token is taken as input
in the first time step, then the GRU network tries to predict the answer using
softmax layer. This method can be expressed as a mathematical formula:

y = argmaxP (a|q, i,m), (1)

where y is the candidate answer word option with the highest probability pre-
dicted by the model, q is the answer to the question, i is the image corresponding
to the question, m provides all parameters of the model.

4.2 Sequence to sequence

The model we propose in this paper uses the sequence to sequence method.
The general structure of this method is composed of an encoding module and a
decoding module, as shown in the Figure 2:



Fig. 2. The basic structure of encoding and decoding

The encoder is responsible for compressing the input sequence into a vector of
a specified length. This vector can be regarded as the semantics of the sequence.
This process is called encoding. As shown in the Figure 2, the simplest way to
obtain the semantic vector is to directly use the hidden state of the last input as
semantic vector C. It can perform a transformation on the last hidden state to
obtain a semantic vector, and also perform a transformation on all the hidden
states of the input sequence to obtain a semantic vector. The calculation formula
is:

C = q(h1, h2, h3, htx) = htx, (2)

where hi represents the output of each hidden layer, C is the state of the last
input htx.

The decoder is responsible for generating the specific sequence based on the
semantic vector. This process is called decoding. As shown in the Figure 2, the
simplest way is to input the semantic variables obtained by the encoder as the
initial state into the decoder’s RNN to obtain the output sequence. It can be
seen that the output of the previous moment will be used as the input of the
current moment, and the semantic vector C only participates in the operation as
the initial state, and the subsequent operations are independent of the semantic
vector C. The calculation formula is:

yi = g(yi−1, h
′

i, C), (3)

where yi−1 is the output of the previous step, h
′

i is the output of the hidden
layer, and g represents the nonlinear activation function.

The following symbols are represented as inputs at the decoding stage:

< PAD >: Complete characters.

< EOS >: End-of-sentence identifier on the decoder side.

< UNK >: Low-frequency words or some words have not encountered so on.

< SOS >: The start identifier of the sentence on the decoder side.



4.3 Implementation Details

Encoder In terms of image feature extraction in the encoding module, we use
an improved VGG16 model [13] to extract image features, as shown in Figure 3:

Fig. 3. The basic structure of VGG16 network

Extracting image features refers to inputting an image preprocessed in form
of pixels into a feature vector with high-level semantic information. Convolu-
tional neural networks as feature extractors are all standard models proposed in
ImageNet image recognition tasks, and CNN models can be used to indirectly
used a large amount of training data on ImageNet to perform better feature
extraction on images. This paper uses the pre-training VGG-16 model as the
visual feature extractor of the images. Since the last two layers have entered
the classification step, we need the complete output image features, so the last
two layers are removed, and the 4096-dimensional features are extracted from
the fully connected layer, and then the output feature vector passes through
an attention module [14]. Because the mapping relationship between the glob-
al features of the image and the sentences is not enough, it will bring a lot of
noise signals. We need to extract the local features of the image, which requires
us to use the attention mechanism to find the relationship between local image
features. The basic unit of sentences can better complete the task from images
to sentences so that images can be better combined with text features at the
semantic level.

In terms of text feature extraction, we input the question text into RNN after
Glove Embedding [15], and then summarize the output of each hidden layer to
generate a semantic vector. GRU [16] is a variant of LSTM [17], which cancels
the cell state in LSTM and only uses Hidden state, and use the update gate to
replace the input gates and forget gate in the LSTM, cancel the output gate in
the LSTM, and add the reset gate. The advantage of this structure is that under
the premise of achieving similar effect of LSTM, the calculation on training is
smaller, and the training speed is faster. Figure 4 is the structure of GRU model.



Fig. 4. The structure of GRU model

The forward propagation formula of GRU is as follows:

zt = σ(Wz · [ht−1, xt])

rt = σ(Wr · [ht−1, xt])

h̃t = tanh(W · [rt ∗ ht−1, xt])

ht = (1− zt) ∗ ht−1 + zt ∗ h̃t

(4)

where zt is the update gate, which is the logic gate when updating activation, rt
is the reset gate, whether to give up the previous activation ht when deciding on
candidate activation, h̃t is candidate activation, receive [xt,ht−1], ht is activate

gate, which is the hidden layer of GRU, receive [ht−1,h̃t].

The following Figure 5 is the model structure of encoding part we used.

Fig. 5. Encoding part of the model



Decoder The semantic variables obtained by the encoder are input into the
GRU of the decoder as the initial state to obtain the output sequence. The
output of the previous moment will be used as the input of the current moment,
and finally the predicted answer will be output.

The following is the model structure of decoding part we used.

Fig. 6. Decoding part of the model

As shown in Figure 6, in this stacked GRU network, the red curve represents
the hidden state information of the previous moment as the input of the next
moment, the model input < SOS > represents the start of decoding, the model
prediction output < EOS > represents the end of prediction. This is the decoder
part of our model.

5 Evaluation and Result

ImageCLEF VQA-Med 2020 competition implements two evaluation meth-
ods, Accuracy (Strict) and BLEU [18]. It uses an adapted version of the accuracy
metric from the general domain VQA task that considers exact matching of a
participant provided answer and the ground truth answer and uses the BLEU
metric to capture the similarity between a system-generated answer and the
ground truth answer.

The implementation of the BLEU method is to calculate the N-grams mod-
el of the candidate sentence and the reference sentence [19]. Each answer is
pre-processed in the following way: The caption is converted to lower-case; All
punctuation is removed an the caption is tokenized into its individual words;
Stopwords are removed using NLTK’s “english” stopword list; Stemming is ap-
plied using NLTK’s Snowball stemmer. The answer is always considered as a
single sentence, even if it actually contains several sentences. [1] And then count
the number of matches to calculate. This method has nothing to do with the



word order. Based on the model and method mentioned above, we submitted
five results in the competition. The results of the competition have been shown
in Table 2. Our team ID is “Shengyan”.

Table 2. Official results of ImageCLEF VQA-Med 2020.

Participants Accuracy BLEU

z liao 0.496 0.542
TheInceptionTea 0.480 0.511
bumjun jung 0.466 0.502
going 0.426 0.462
NLM 0.400 0.441
harendrakv 0.378 0.439
Shengyan 0.376 0.412
kdevqa 0.314 0.350
sheerin 0.282 0.330
umassmednlp 0.220 0.340

As shown in the Table 3, the Xception+GRU model was proposed in last
year’s competition by our team. The traditional CNN and RNN models were
used in image processing and text processing respectively, which did not perform
very well in this year’s dataset. This year, we mainly introduced the encoding
and decoding structure of seq2seq and made ablation experiments based on last
year’s model. We can see that the model with seq2seq construct achieves better
accuracy. The VGG16+GRU+seq2seq model proposed in this paper is improved
based on the traditional CNN model to reduce the number of parameters and
improve the accuracy. The hyperparameters of this model are set as follows: we
set the learning rate to 0.0001 in ADAM optimizer, with dropout = 0.5, epoch
= 80 and batchsize = 64. The following is a comparison of the results of all the
experiments we performed. It can be seen that the VGG16-seq2seq model is the
best in this paper.

Table 3. Results of our experiments on test set

model Accuracy BLEU

VGG16+GRU 0.28 0.35
Xception+GRU 0.21 0.39
Xception+GRU+seq2seq 0.30 0.40
GoogleNet+GRU+seq2seq 0.26 0.36
VGG16+LSTM+seq2seq 0.34 0.41
VGG16+GRU+seq2seq 0.376 0.412



6 Conclusion

This paper describes the model we use in the ImageCLEF VQA-Med 2020
competition. We use the seq2seq framework to input feature and predict answers.
The image feature extraction part uses the improved VGG16 model. The text
feature extraction uses the GRU model, and finally achieves the accuracy score
of 0.376, and BLEU score of 0.412. We will improve the model and combine
the attention mechanism in the Seq2seq structure to continuously improve the
accuracy. Besides, our future work includes: (1) Image and natural language are
signals of two modalities. How to fully integrate these two modalities belongs to
the task of multi-modality fusion, which requires us to design a type that can
fully learn the relationship between different modalities. (2) If the image visual
features and the text features of the questions are directly fused, there will be a
semantic level mismatch, so we will design a model to handle this question and
improve the accuracy of VQA system.
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