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Abstract. This paper describes our submission for the Medical Domain
Visual Question Answering Task of ImageCLEF 2020. We desert com-
plex cross-modal fusion strategies and concentrate on how to capture the
effective visual representation, due to the information inequality between
images and questions in this task. Based on the observation of long-tailed
distribution in the training set, we utilize the bilateral-branch network
with a cumulative learning strategy to tackle this issue. Besides, to alle-
viate the issue of limited training data, we design an approach to extend
the training set by Kullback-Leibler divergence. Our proposed method
achieved the score with 0.426 in accuracy and 0.462 in BLEU, which
ranked 4th in the competition. Our code is publicly available'.

1 Introduction

Visual Question Answering (VQA) aims at answering questions according to the
content of corresponding images. In recent years, researchers have made great
progress in the VQA task with many effective methods and large-scale datasets.
With the purpose of supporting clinical decision making and improving patient
engagement, the VQA task is introduced into the medical field. To promote
the development of medical VQA, ImageCLEF [10] organizes 3rd edition of the
Medical Domain Visual Question Answering Task [3] (see examples in Figure 1).
Compared to general VQA, the valid medical data for training is limited in
ImageCLEF 2020 VQA-Med task. Besides, it focuses particularly on questions
about abnormalities, which is different from previous editions of the VQA-Med
task. We argue that the semantic information from questions is finite due to the
single theme of the ImageCLEF 2020 VQA-Med task. However, there are many
kinds of abnormal medical images, which need effective visual representation to

distinguish them.
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Fig. 1. Three examples of image and corresponding question-answer pair in the Im-
ageCLEF 2020 VQA-Med training set.
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Fig. 2. Long-tailed distribution in the ImageCLEF 2020 VQA-Med training set.

In this paper, we describe the method we developed to deal with the above
concerns. Based on the observation of the questions, we divide them into three
groups, and utilize a pre-trained BioBERT [12] to classify them. As for visual
representation, we map abnormalities to medical images, and discover the phe-
nomenon of the long-tailed distribution in the training set (as shown in Fig-
ure 2). Thus, we apply the bilateral-branch network with a cumulative learning
strategy [19] to obtain effective visual representation. In addition, we propose
a retrieval-based candidate answer selection algorithm to further improve the
performance. Last but not least, to alleviate the issue of limited training data,
we design an approach to expand the training set by Kullback-Leibler (KL)
divergence.



2 Related Work

The common framework for VQA systems is composed of four parts: an image
encoder, a question encoder, a cross-modal fusion strategy, and an answer predic-
tor. Many researchers highlight and explore the cross-modal fusion strategy for a
better combination of visual and linguistic information. Some works [6,11] utilize
compact bilinear pooling methods to capture the joint representation between
images and questions. Yang et al. [16], Cao et al. [1], and Anderson et al. [2]
exploited the question information to attend the corresponding sub-region of the
image. [17] proposed a co-attention mechanism between images and questions
to obtain better multi-modal alignment and representation. However, based on
the observation that the ImageCLEF 2020 VQA-Med task focuses particularly
on questions about abnormalities, we argue that the abnormalities rely on the
information from images rather than questions. Thus, we desert the complex
cross-modal fusion strategy due to the information inequality between images
and questions. And we concentrate on how to obtain an effective visual repre-
sentation.

As for visual representation in VQA systems, the bottom-up feature repre-
sentation [2] based on deep CNNs is adopted by many works. [2] utilized Faster
R-CNN [15] to capture region-specific features in a bottom-up attention way,
which boosted the performance of VQA and image captioning tasks. However,
since not all radiology images contain object-level annotations, medical VQA
systems usually apply a CNN to extract grid-like feature maps as visual rep-
resentations. In the ImageCLEF 2020 VQA-Med task, we discover that there
exists a long-tailed distribution phenomenon in the training set. Therefore, we
adopt the bilateral-branch network with a cumulative learning strategy to obtain
effective visual representation.

3 Datasets

In ImageCLEF 2020 VQA-Med task, the dataset includes a training set of 4000
radiology images with 4000 question-answer (QA) pairs, a validation set of 500
radiology images with 500 QA pairs, and a test set of 500 radiology images with
500 QA pairs. The questions mainly focus on the abnormalities of medical im-
ages, and they can be divided into two forms. One is making inquiries about the
existence of abnormalities in the picture, and another is making inquiries about
the abnormal type. Figure 1 shows three examples in the VQA-Med dataset.

The VQA-Med-2019 dataset [1] can be used as additional training data,
whose training set contains 3200 medical images associated with 12792 QA pairs.
However, different from the VQA-Med-2020 dataset, it focuses on four main
categories of questions: Modality, Plane, Organ system, and Abnormality. In
this paper, we only leverage its Abnormality subset to extend the VQA-Med-
2020 training set, .
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Fig. 3. Overview of the proposed medical VQA framework.

4 Methodology

As shown in Figure 3, our medical VQA framework consists of three parts: ques-
tion semantic classification, vision-based candidate answer classification, and
retrieval-based candidate answer selection. We train the first two parts sepa-
rately and then connect all the components to predict the final answer in the
inference phase. Besides, we design a distribution-based algorithm to expand the
training set for further improving the performance of the model.

4.1 Question semantic classification

According to different answer forms, we divide all the questions into two cate-
gories: open-ended questions (e.g., Figure 1(c)), and closed-ended questions (e.g.,
Figure 1(a)(b)). Based on different semantic information, the closed-ended ques-
tions can be further separated into two classes: closed-ended abnormal questions
(e.g., Figure 1(b)) representing whether the image is abnormal, and closed-ended
normal questions (e.g., Figure 1(a)) denoting whether the image looks normal.
In all, we need to classify the question sentence into three categories: open-ended
questions, closed-ended abnormal questions, and closed-ended normal questions.

For question semantic classification, a pre-trained BioBERT is adopted to
classify the questions. Unlike the conventional BERT [5], the BioBERT is a
domain-specific language representation model pre-trained on large-scale biomed-
ical corpora. Based on BioBert, we send the 768-dimensional vector, the output
of BioBERT, into a 2-layer MLP to obtain the classification score of the input
question.

4.2 Vision-based candidate answer classification

In this part, we need to classify the answer according to the radiology image and
the category of question. For the closed-ended questions, we apply the ResNet-
34 [7] to distinguish normal and abnormal medical images. Then, combining with
the fine-grained category information of closed-ended questions, we can simply
choose the answer from “yes” or “no”.



As for the open-ended questions, we need to predict the specific abnormalities
of the input images in a classification way. Due to the long-tailed distribution
among the candidate answers in the training set, we apply the bilateral-branch
network (BBN) with a cumulative learning strategy to deal with this problem.
In BBN, there are two branches, one is called “conventional learning branch”,
and another is called “re-balancing branch”. The conventional learning branch
is for representation learning while the re-balancing is for classifier learning. In
the meanwhile, a novel cumulative learning strategy is proposed for adjusting
bilateral learning. It is worth noting that, inspired by the attention mechanism,
many advanced residual networks have been proposed, such as SE-Net [9], SK-
Net [13], NLCE-Net [8]. In this work, we replace the original ResNet in BBN
with ResNeSt [18].

4.3 Retrieval-based candidate answer selection

As for the open-ended questions, we discover that the top-5 score is about 10%
higher than the top-1 score for the open-ended questions the training procedure.
To alleviate this issue, we apply the retrieval-based top-5 answer selection to
further improve the performance. The schedule is designed into three steps. The
first step is to create a feature dictionary of each class based on the training set.
It is worth noting that those features are extracted from the BBN. The second
one is to calculate the feature-level cosine similarity between the input sample
and all the training samples belong to the top-5 categories. Then, we treat the
answer of the most similar training sample as the final prediction.

4.4 Expanding the training set by Kullback-Leibler divergence

Since the valid medical data for training is limited in ImageCLEF 2020 VQA-
Med task and external datasets are allowed to use, we expand the training set
with the data from the VQA-Med-2019 dataset. Before extending the training
set, we define the distribution of the VQA-Med-2020 training set as P,., which
is obtained by:

Py = o — (1)

> j=1"

where k and j are the indexes of category, C' denotes the number of catergories,
and n represents the number of samples with same category. And we exploit
the same way to calculate the distribution of the validation set P,. The KL

divergence between P;,. and P, is defined as:

Py (k)
Py (k)

DKL(PvHPtr) :va(k) log (2)
k

Then we expand the training set by the following steps. For each sample in the

the Abnormality training subset of the VQA-Med-2019 dataset, we assume that

it is added to the VQA-Med-2020 training set. Then, we calculate the distribu-

tion of new training set P, and the KL divergence DKL(PUHP”). Lastly, we ex-

tend the training set with the sample if Dy, (P,||Ps.) is lower than Dky,(Py||Pr).



Table 1. Official results of the ImageCLEF 2020 VQA-Med task.

Teams Accuracy BLEU

z_liao 0.496 0.542
ThelnceptionTeam 0.480 0.511
bumjun_jung 0.466 0.502
Ours 0.426 0.462

NLM 0.400 0.441

Table 2. Ablation study on the VQA-Med-2020 validation set.

Methods Accuracy Boost

Baseline 36.6% -
+BBN-ResNet-34 51.0% +14.4%
+Training Set Expansion by KL Divergence 54.0% +3.0%
+BBN-ResNeSt-50 55.0% +1.0%
+Image Center Cropping 56.6% +1.6%
+Retrieval-based Candidate Answer Selection 57.2% +0.6%

5 Experiments

5.1 Implementation details

As for training data, we leverage the whole VQA-Med-2020 training set with 4000
questions to train the BioBERT for question semantic classification. We leverage
the extended dataset to train the vision-based model. Among them, 303 images
are used to train a ResNet-34 to determine whether the images are abnormal or
not, and 4039 images are used to train a BBN to recognize the abnormalities.
Besides, a center cropping operation is applied to the input image.

We train those models which are mentioned above separately with corre-
sponding cross-entropy losses. And the optimizer we used is SGD with momen-
tum which is set to 0.9. The initial learning rate is set to 0.08, and the weight
decay is 4e-4. We select the best model based on the performance on the valida-
tion set.

5.2 Evaluation

The VQA-Med competition uses accuracy and BLEU [14] as the evaluation met-
rics. Accuracy is calculated as the number of correct predicted answers over to-
tal answers. BLEU measures the similarity between the predicted answers and
ground truth answers. As shown in Table 1, we achieved an accuracy of 0.426
and a BLEU score of 0.462 in the VQA-Med-2020 test set, which won the 4th
place in the competition.

5.3 Abaltion study

In this section, we study some contributions of our proposed method on the VQA-
Med-2020 validation set, which is shown in Table 2. The baseline represents the



method that contains a BioBERT for question semantic classification and two
ResNet-34 models for vision-based candidate answer classification. And we train
the baseline with the original VQA-Med-2020 training set.

Firstly, we replace a ResNet-34 with a BBN-ResNet-34 to better recognize the
abnormalities, which surpasses the baseline by 14.4%. We expand the training
set by KL divergence, which brings an improvement of 3.0%. The performance
is further boosted by 1.0%, using a powerful ResNeSt-50 backbone. Then, we
apply a center cropping operation to the input image for reducing noise, which
leads to 1.6% improvement. The strategy of retrieval-based candidate answer
selection brings a performance gain of 0.6%. Finally, we achieve 57.2% accuracy
on the VQA-Med-2020 validation set.

6 Conclusion

In this paper, we describe the method we submitted in ImageCLEF 2020 VQA-
Med task. Considering the information inequality between images and questions
in this task, we desert complex cross-modal fusion strategies. We adopt the
bilateral-branch network with a cumulative learning strategy to handle the long-
tailed problem for effective visual representation. Besides, to alleviate the issue
of limited training data, we design an approach to extend the training set by
Kullback-Leibler divergence. In addition, we propose a retrieval-based candidate
answer selection module to further boost the performance. Our proposed method
achieves great results with an accuracy of 0.426 and a BLEU score of 0.462.
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