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Abstract. Interpretation of medical images is a challenging research
problem with increasing interest in medical applications of artificial in-
telligence. In particular, the ImageCLEF2020 visual question answering
(VQA) task is expected to have applications such as a second opinion.
The purpose of this research is to find an effective VQA-Med system
method. We propose neural networks using the Gated Linear Unit for ef-
fective fusion of image and question features. Before training, we perform
pre-processes and conduct pre-training. We apply so called “inpainting”
to remove a logo or text embedded in images so that we attempt to
extract image features with less noise. And we use the VQA-Med2019
dataset to train some of the weights of the proposed model. We consider
the VQA task as a 332-dimensional classification task. The score of our
proposed model turns out to be 0.314 in Accuracy and 0.350 in Bleu in
VQA-Med2020 task.

Keywords: VQA-Med · Visual Question Answering · Classification ·
Inpainting.

1 Introduction

With increasing interest in artificial intelligence to support clinical decision-
making and to improve patient engagement, the application to automated medi-
cal image interpretation is currently getting much popularity. In particular, it is
expected that the second opinion provided by the automated system will enhance
the judgment of clinicians.

Visual Question-Answering (VQA) is the task to generate a plausible answer
presented with an image-question pairs such as left of Fig. 1. The task requires
expertise in both natural language processing (NLP) and computer vision (CV)
so that researchers have been attempting to solve the problem from various
standpoints with Deep Neural Networks (DNN).
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In this paper, we describe our approach to ImageCLEF2020 [1] visual ques-
tion answering (VQA) task [2] in medical domain at VQA such as right of Fig. 1.
The nature of medical images are quite different from general images such as Im-
agenet [3] in many aspects. The knowledge on medical vocabulary seems to the
must to better understand both the questions and answers written in medical
terminologies.

In the following, we first describe related work on VQA task and VQA-Med
task in Section 2, followed by the description of the dataset provided for VQA-
Med2020 dataset in Section 3. In Section 4, we describe details of the method
we propose, and then of our experiments we have conducted in Section 5. We
finally conclude this paper in Section 6.

Fig. 1. Example of general (left) and medical (right) VQA data

2 Related Work

Convolution Neural Networks (CNNs) for image recognition, such as VGG and
ResNet, has been used extensively. Similarly, multiple Transformers for sentence
comprehension, such as BERT, has been getting popular recently. Accordingly,
feature extraction from pretrained neural network models, transfer learning and
fine tuning with the pretrained models have been actively investigated. Visual
Question Answering, or VQA, stands between image recognition and sentence
comprehension, and is regarded as a bridge application between them. Research
on VQA is actively carried out through the VQA Challenge using VQA v2.0 [4].
For example, P.Anderson et al. proposed DNN using Bottom-up Attention [5]
obtained by using pretrained Faster R-CNN [6] which is one of CNN used for
object detection. In addition, as a VQA-Med task, there are competitions at
ImageCLEF2018 and 2019. Yan et al. [7] proposed dividing the dataset into
subcategories and attempted to solve the tasks by transforming the opriginal
problem into a classification problem with categories in VQA-Med2019.

3 Dataset of VQA-Med2020

The VQA-Med2020 dataset consists of 5,000 pairs of medical image and question-
answering. Specifically, the dataset consists of 4,000 training, 500 validation, and



500 test data. Most of the images in the VQA-Med2020 dataset are non-colored,
and they potentially include non-essential logos and texts. The question pattern
can be classified into 39 different types for training and validation data. In our
analysis, the top 10 patterns cover more than 94% of the total data. On the
other hand, there are 332 different answer patterns, and the top 10 patterns
cover approximately 12% of the total data. Table 1 summarizes top 5 frequent
questions and answers.

Table 1. Frequently Questions and Answers Ranking in VQA-Med2020

Rank Question freq Answer freq

1 what abnormality is seen in the image? 1,106 pulmonary embolism 88
2 what is the primary abnormality in ... 1,073 acute appendicitis 80
3 what is most alarming about this ct ... 482 angiomyolipoma 49
4 what is abnormal in the ct scan? 460 yes 49
5 what is abnormal in the mri? 252 adenocarcinoma of the lung 46

4 Proposed method

This section presents our methods in VQA-Med2020. The overview of our system
is illustrated in Fig 2 with the yellow layers having trainable weights. We deal
with VQA as a classification task of 332-dimension. All the images make some
pre-processes shown in subsection 4.1 and are later characterized by VGG. We
use VGG16 with batch normalization model [8] pretrained at Imagenet [3] to
extract image features. However, since there is a large difference in distribution
between medical images and general images, fine-tuning is performed using VQA-
Med2019 data [9]. We extract question features from pretrained BERT-Base,
Cased [10]. All the questions are then embedded by the WordPiece which is
used by BERT. On the other hand, all the answers are embedded by one-hot
encoding. Proposed model consists of DNN, and detailed architecture of DNN
is mentioned in subsection 4.3.

4.1 Image Pre-processing

We process image normalization, standardization and inpainting [11]. We show
the flow of image pre-processing in Fig. 3. Firstly, all the images are grayscaling
and resizing at 255 × 255 shape. Secondly, we make masks for inpainting in
following four steps.

– Casting laplacian filter on resized images.
– Binarizing images with a threshold 50.
– Closing images with kernel size 5.
– Opening images with kernel size 3.



Fig. 2. Overview of our VQA-Med System

Thirdly, we cast inpainting images using the masks. We illustrate Fig. 4 where
you can compare the raw images with the inpainting images. Finally, we make
center crop images at 224× 224 and normalize images as described in [8].
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Fig. 3. Overview of our Image Pre-processes

4.2 Pre-training

Our networks, illustrated at left of the Fig. 5, classify the images of VQA-
Med2019 into each attribute as a pre-training task. VQA-Med2019 dataset con-
sists of question-answering classified into 4 categories of Modality, Plane, Organ
and Abnormality per image. Similar to VQA-Med2020, question pattern is typ-
ical, and the answer can be predicted from the image alone, almost regardless
of the question. We regard the answer of each category except Abnomality at-
tached to the image as the attributes of the image, and perform the task of
classifying each attribute of the image. However, for Modality, the classification



Fig. 4. Raw images and Inpainting images

is too subdivided, so use the rough classification given in the VQA-Med2019
dataset paper [9]. The pre-training model consists of VGG16 and two FC layers.
We input the pre-processed image in Section 4.1 into VGG16 and obtain 4096-d
features and multiply the matrix W1 ∈ R4096×1000 by the 4096-d features, and
perform batchnorm [12], ReLU [13] and dropout [14] ratio= 0.5 at FC1, and ob-
tain 1000-d features. Then we multiply the matrix W2 ∈ R1000×27 by the 1000-d
features and obtain each attribute probability of softmax function. W1, W2 and
VGG16 have trainable parameters.

4.3 Architecture of Proposed Model

Proposed model, illustrated right of the Fig. 5, generates an answer as a classi-
fication problem. Proposed model has VGG16 and FC1, 2, 3, 4, the weights of
FC1, 2, VGG16 is trained by a pre-training task. VGG16 weights are frozen, and
FC1, 2 are fine-tuned. Only FC3, 4 are trained from the beginning. FC3, 4 are
based on the Gated Linear Unit (GLU) [15], and FC3 consists ofW3 ∈ R1000×332,
bias b ∈ R332. FC4 consists of matrix W4 ∈ R795×332, batchnorm and sigmoid.
Then outputs of FC3, 4 are fused by element-wise multiplication and obtained
using the softmax function to get the probability of answers.

GLU masks each dimension of the features obtained by FC3 with a real
number from 0 to 1. The introduction of GLU is based on the consideration that
it is possible to narrow down the answers to some extent only from the attribute
information of question texts and images.
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Fig. 5. Pretrained model and Proposed model

5 Experiments

Experiments are also performed on the baseline model, proposed model and
proposed model without pre-training to show the usefulness of the proposed
model. We first describe the baseline model in subsection 5.1, followed by the
description of experimental conditions and evaluations in subsection 5.2. We
finally describe experimental results and computational scores in subsection 5.3.

5.1 Baseline Model

The overview of the baseline model is shown in Fig. 6, feature fusion is used by
concatenation instead of GLU. Baseline model has VGG16, FC1, 2 and FC3.
FC3 has weights
W ∈ R1895×332. Other layers are in accordance with the proposed model in
subsection 4.3.
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Fig. 6. Pretrained model and Baseline model



5.2 Conditions and Evaluations

We train our models using the train set and verify training model by the valida-
tion set. We determined the following hyper-parameters; loss function as cross en-
tropy loss, the number of epoch 300, batch size of 64, optimizer as RMSprop [16]
with a learning rate of 0.001. When training, we shuffle the training set order
for each epoch, and training images are randomly flipped left and right with
probability of 0.5.

The VQA-Med task adopts two evaluation method, accuracy and BLEU [17].
BLEU score measures the similarity between the predicted and correct answers.

5.3 Results

We submitted the baseline model and the proposed model and obtained the
evaluation on the test set.

The results of our models show in Table 2. These results show that the fusion
method using GLU is superior to the concatenation fusion, and according to the
verification results, it can be seen that the accuracy is slightly improved by the
pre-training task. VQA-Med2020 competition result is shown in Table 3, and
our rank is 8th.

Table 2. Exprimental Results

Model Val Accuracy Test Accuracy Test BLEU

Baseline 0.392 0.282 0.331
Proposed 0.412 0.314 0.350

Proposed -pre-training 0.408 - -

Table 3. VQA-Med2020 Competition Results

Rank Participants Accuracy BLEU

1 z liao 0.496 0.542
2 TheInceptionTeam 0.480 0.511
3 bumjun jung 0.466 0.502
4 going 0.426 0.462
5 NLM 0.400 0.441
6 harendrakv 0.378 0.439
7 Shengyan 0.376 0.412
8 kdevqa 0.314 0.350
9 sheerin 0.282 0.330
10 umassmednlp 0.220 0.340
11 dhruv sharma 0.142 0.177



6 Conclusion

In this research, we describe the models we submitted in ImageCLEF2020 VQA-
Med task. We proposed a model of feature connection by GLU and a pre-training
task by VQA-Med2019 dataset. We also introduced the removal of a logo and
texts using inpainting as image pre-processing. We show that fusion of functions
using GLU is superior to simple concatenation, and slightly improved score using
pre-training task. Proposed model scores 0.314 in accuracy and 0.350 in BLEU
in VQA-Med2020 task, and our rank is 8th.
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