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Abstract. This article presents the proposed methodology for tuber-
culosis analysis and generation of the computerized report by using 3D
Computed Tomography (CT) images, apropos to the ImageCLEF tuber-
culosis CT report generation task. The contribution of this paper is based
on the combination of handcrafted and non-handcrafted feature extrac-
tion strategies. Experiments show that more informative input represen-
tation can be obtained by combing different feature extraction strate-
gies that lead to improved performance. In this work, non-handcrafted
features mined by using a fine-tuned version of a pre-trained VGG19
model and handcrafted features extracted using Local Binary Pattern
(LBP), Haralick, and Intensity Histogram (IH) descriptors. Extracted
features combined by using early fusion and final probability estimation
performed with an ensemble-based soft voting approach. The proposed
methodology achieved a 70.5% mean area under the curve AUC and
ranked 6th on the leaderboard for best participation by each group. The
proposed approach can be further improved by adopting optimized fea-
ture selection and fusion techniques.

1 Introduction

Tuberculosis (TB) is a bacterial disease, it is an airborne disease that attacks
the respiratory system, through droplets released by the patients via cough. Ac-
cording to the findings of WHO, tuberculosis caused around 1.3 million deaths
in 2017 and 2018 [26]. Timely Diagnosis and treatment of TB can hinder the
deaths of patients. The recent advancements in imaging technologies are helping
medical practitioners to manually analyze the severity of TB, such as Computed
Tomography (CT) scan, which is commonly used for obtaining lesion patterns.
In a single CT image, multiple 2D radiographic projections or 2D slices are
captured around the objects, and a 3D volume is constructed which allows visu-
alization and slicing at any angle; however, these manual procedures for severity
detection are prone to error and costly in terms of time and capital. On the other
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hand, machine learning techniques are used for disease analysis which opens new
research areas for the researchers. These automatic medical image analysis tech-
niques have shown a proficiency for several imaging modalities, in terms of time
and precision [T4].

In the case of CT images, variation in inter-slice distance, sizes, and shape of
voxels entail difficulty in image analysis. Additionally, advanced image analysis
algorithms are developed by using deep learning techniques. These algorithms
required a large amount of training data and the unavailability of adequate CT
imaging data is a major barrier to the use of deep learning systems for automatic
tuberculosis analysis.

To alleviate the problem of data unavailability in the domain of medical im-
age analysis, the Cross-Language Evaluation Forum (CLEF) organizes several
challenges through the ImageCLEF initiative every year. These challenges aim
to provide standard datasets for disease analysis and medical image retrieval
[14]. Tuberculosis task was first introduced in 2017’s edition [6], and continu-
ously presented every year since then[67I814], and substantial data for training
and testing were provided in these editions. This year the task was to generate
an automatic report for detailed lung wise analysis using CT images. The report
has to include probability scores for six different class labels[23]. As we know
that feature extraction is one of the most challenging part in any machine learn-
ing problem. The studies in [20/I8] compared the performance of handcrafted
and non-handcrafted feature extraction techniques and found that the transfer
learning approach for feature extraction performs better than handcrafted fea-
ture extraction methods. However, the experiments also demonstrated that both
feature extraction strategies obtain dissimilar information from input data, and
fusion on these features shown better performance than a single feature extrac-
tion strategy. From taking the motivation from [20]18], this paper aims to study
both form of feature extraction strategies, handcrafted and non-handcrafted fea-
ture extraction, to obtain more informative representation from the input, and
their combined impact on classification performance for tuberculosis analysis.

For the CNN based feature extraction, we fine-tuned the VGG19 model [24],
pre-trained on the ImageNet dataset [I0]. Besides, deep features, we experi-
mented with Haralick [I1], LBP [21], and Intensity Histogram (IH) feature ex-
traction techniques for hand-crafted features. Finally, after the fusion of both
types of features, the final probability scores for each class is calculated using
an ensemble-based soft majority voting approach.

The proposed method provides the benefits of simplicity and generality: The
method is less computationally expensive as compared to training deep learning
models, which required time and resources. The proposed approach is also useful
when the size of available training data is small, and training a deep learning
model might not be advantageous. Furthermore, fused descriptors could easily
be used to train any classification model for arbitrary labeling.

The organization of the paper is as follows. Section [2] describes the dataset,
the types of images, and the splitting criteria for train and test distribution.



Section [3] discusses the proposed methodology. Section [4] presents the results of
the experiments. Finally, We make conclusion and present potential future work.

2 Task and Dataset Description

The tuberculosis task in previous editions of ImageCLEF was divided into several
subtasks, such as severity scoring, TB types detection and CT report generation.
However, The objective of this year’s task is to generate an automatic lung-wise
report that incorporates probability scores for six different class labels, including
” Left-Lung-Effected” , ” Right-Lung-Effected”, ” Caverns-Left”, ” Caverns-Right”,
" Pleurisy-Left” and ”Pleurisy-Right” respectively, based on the CT image data
[T312017].

The dataset consists of 3D CT images in NIfTI (Neuroimaging Informatics
Technology Initiative) format and stored with the ”.nii.gz” extension. Each 3D
CT image compromised of around 100 2D slices of size 512*512. In this year’s
edition, the dataset consists of 403 3D CT images, further divided into 283
training and 120 testing images. The dataset is labeled lung-wise, which double
the size of training examples for lung-wise analysis. The numbers of occurrence
for each class label in training data are shown in Table [T}

Furthermore, an automatically extracted lung mask is also provided for every
patient [519]. The numbers of occurrence for each class label in training data
are shown in Table[l} Furthermore, some of the image slices are shown in figure

M

Table 1: Class Distribution in Tuberculosis Dataset [12]

Sr# |Label Number of Occurrences
1 Left-Lung-Effected 211

2 Right-Lung-Effected 233

3 Caverns-Left 66

4 Caverns-Right 79

5 Pleurisy-Left 7

6 Pleurisy-Right 14

3 Methodology

In this section, the proposed methodology is discussed in detail. The methodol-
ogy is a 4 stage process, which includes preprocessing, feature extraction, fusion,
and finally classification. All these stages are discussed in detail and shown in

figure 2
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Fig.1: Images of Six Different Classes from ImageCLEF 2020 Tuberculosis
Dataset

3.1 Preprocessing

The proposed approach intends to fuse several features from each slice, for this
purpose the provided NIfTT format images are first converted into .png format
by using NiBabel library [9]. The conversion is accomplished by extracting all
slices of size 512*512 and stored in .png format [3], and around 100 images in
.png format are extracted from each 3D CT image.

3.2 Fine-tuning Pre-trained VGG19

Deep learning models require considerably large training time and training data
to achieve good results, however, this necessity can be alleviated using transfer
learning. In this approach, a complex representation previously learned from
a large training dataset by a model, which can be reused as input for a second
task. This approach has shown remarkable performance in several medical image
Classification frameworks [16/I522]. For the process of transfer learning pre-
trained VGG19 model [24] trained on ImageNet data[I0] is fine-tuned. The pre-
trained model modified by substituting the last three layers which are defined
for the ImageNet dataset, by three fully connected layers of 1024,512 and 6
neurons respectively. The modified network is then retrained by using Stochastic
Gradient Descent (SGD), by fixing a learning rate, momentum, and a mini-batch
size to 0.01, 0.9 and 30 respectively; moreover, 50 epochs are performed for each
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Fig. 2: Proposed System Architecture

provided part of the dataset i.e., the original, masksl, and masks2. The dropout
rate of neurons and weight decay parameters are used to avoid overfitting in a
predefined network.

3.3 Feature Extraction and Fusion

The extracted features are combined using early fusion technique, combinations
of various features are evaluated in comparison with deep features. To validate
the performance of each combination of descriptors, we used various classifiers,
including Decision Tree [25] (DT), Extremely Randomized Tree [2] (ET), Ran-
dom Forest (RF), Logistic Regression (LR) and Gaussian Naive Bayes (GNB),
for evaluation criteria we used average F1-score.

The training data is divided into two parts, training part and validation part
with a ratio of 75% and 25% respectively. Based on experiments we selected
(LBP and Haralick) features beside deep features for further experiments. The
performance of several combinations of features is presented in Table 2]



Table 2: Performance of Different Descriptor

Sr# |Features Combination |Average F-Score
1 LBP 0.70
2 Haralick 0.73
3 IH 0.72
4 Deep Features 0.91
5 LBP + Haralick + Deep|0.95
Featues

3.4 Classification

For classification, ensemble based strategy is adopted. We trained DT,LR and
GNB classifiers independently trained on hybrid feature vectors, and final results
were combined with soft and hard voting techniques.

The ensembles of classifiers can have hard and soft voting. Hard voting counts
the vote or predicts Y the label through majority predicted class based on equa-
tion |1} here C, is the predicted class label of model m. Soft voting predict the
class label by using predicted probability P, by each classifier based on equation
where W, is assigned weight to ¢! classifier.

Y = mod{C;(z) : i € models} (1)

Y = argmax Z W;P; (2)
j=1
The resulted probability scored for each image-slice are then passed to a
threshold function to obtain final class label, described in equation [3] where P;
is the probability of i** class label.

1, ifx>05
R 3)
0, otherwise

Finally, the ultimate probability scores for of single 3D CT image is computed
by the averaging the class labels for all the image-slices inside a single CT image
as shown in equation {4} where P; is the probability score of jth class and Sy, is
number of slices in each 3D image. We used scikit-learn package implementation
for classification models. Hyperparameters for all of the models were tuned by
cross-validation using grid search.

k

Pi=(1/8)) Ci; (4)

i=1

4 Submission and Results

The method described in the previous section was applied to generate predic-
tions for the test set[I2JI7]. The labels for test set were not provided, all the



participations were evaluated using AUC, and final results and the participant
standing were calculated by organizers. We submitted three different runs, de-
tails of each run is given below. A complete list of the results for the task is
available at ImageCLEF Website.

— Runl In this run, the results are obtained by training ensemble model dis-
cussed in section using best performing combination of descriptors (LBP
+ Haralik + Deep features), and with the usage of soft voting approach.

— Run2 In this run, the ensemble model is trained on the descriptors as in
Run 1 and the hard-voting technique is applied instead of soft voting.

— Run3 In this run, the ensemble model is trained on the fused version of
descriptors obtained by using all features extraction techniques, mentioned
in section [3.3] and performance is tested by applying soft-voting technique.

Tables [3| show the details of the best results achieved by the participating
group, Our group FAST_NU_DS ranked 6th. Our best-submitted run achieved
mean AUC of 0.705, and minimum AUC of 0.644. Table d]shows the performance
of each submitted run in detail.

Table 3: Top 9 Results of ImageCLEF 2020

Group Group ID Mean AUC [Minimum
Rank# AUC
1 SenticLab.UAIC 0.924 0.885
2 SDVA-UCSD 0.875 0.811
3 chejiao 0.791 0.682
4 CompElecEngCU 0.767 0.733
5 KDE-LAB 0.753 0.698
6 FAST_NU_DS 0.705 0.644
7 uaic2020 0.659 0.562
8 JBTTM 0.601 0.432
9 sztaki_dsd 0.595 0.546
Table 4: All Three Submissions
Run |Submission Mean AUC |[Minimum |Submission
# 1D AUC Rank
Run 1 (67947 0.705 0.644 37
Run 2 68125 0.567 0.458 52
Run 3 |68128 0.496 0.481 58

The best results are obtained by Run 1 followed by Run 2 and Run 3. It can
be observed that hard and soft voting techniques can lead to dissimilar decision
boundaries.


https://www.imageclef.org/2020/medical/tuberculosis/

Runl with soft voting shows the best performance, since it takes into classi-
fier’s uncertainties in the final decision, and the final decision boundary relies on
strong classifier and works well when classifiers are carefully adjusted. Further-
more, incorporating only important features in classification removes redundancy
in input space and helps to reduce the complexity of learner, Due to this, a clear
difference can be seen in the performance of Run 1, Run 3. As compared to Run
1, the performance of Run 3 suffers from the redundancy in input space. The
results obtained by our submitted runs are not well ranked as compared to the
top-ranked runs. This is due to the fact that each team has submitted several
runs and performance variation between them is probably not high.

5 Conclusion and Future Work

In this article, we presented our contribution to ImageCLEFmed 2020 Tubercu-
losis task. We used the combination of transfer learning and handcrafted feature
extraction techniques. In the proposed approach, VGG19 model fine-tuned for
transfer learning and extracted features are fused with LBP and Haraclick fea-
tures. Results show that two different feature extraction methods can obtain
diverse representation for input, and performs better as compared to the stan-
dalone feature extraction approach. Moreover, an ensemble-based soft voting
approach is proposed for the classification of 3D CT images. The proposed tech-
nique is simple, less resource-oriented, but yet effective. Although the proposed
technique has not produced the best result, however, the performance of the
proposed technique could be further improved by combing several other deep
and handcrafted features and adopting some optimized way to select the set of
best performing attributes from the fused vector. Furthermore, In future work,
heuristic strategies for sample selection and feature selection will be adopted.
Additionally, sieving technique to select informative slices from a 3D image, and
ignoring unnecessary slices or slices with no information will also be explored.
This could lead to further improvement in performance.
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