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Abstract

Information is often represented in tabular format in everyday documents such
as balance sheets, sales figures, and so on. Tables represent an interesting point in
the spectrum of representation systems between pictures and sentences, since some
aspect of tables are sentential or conventional in nature, while others are graphical.
In this paper we describe the logic of a particular formalized tabular representation
system, that of coincidence grids. Although less common than everyday tables,
this system is recommended for use in the search for solution of so-called “Logic
Puzzles”. Such puzzles provide a specific reasoning task in service of which the
tabular representation is used.

1 Introduction
Representations appear to range along a spectrum from the highly conventional sen-
tential representations to pictorial representations which are strongly isomorphic to the
objects which they represent. The diagrams used in the Hyperproof program are “pic-
torial” in this sense, being pictures of a checkerboard on which blocks of various sizes
and shapes are placed [3]. The diagrams introduced by Euler and Venn [4, 8] and stud-
ied by Shin in [6] and Hammer in [5] have some features of pictorial representations,
but lack others. For example, in Euler diagrams, closed curves are used to represent
sets, and the points within such curves represent the members of the represented sets.
This is not a direct pictorial representation of a set in the way that Hyperproof’s blocks
are, or could be, pictures of real objects.

The main body of this paper is concerned with a discussion of the logic of a par-
ticular tabular representation, one that we call coincidence grids. This representation
is recommended for use in the solution of certain “logic puzzles” found some puzzle
books. We have chosen to study this somewhat uncommon representation because the
representation is used in service of particular reasoning problems, and these problems
have clear cut structures. This representation uses graphical constraints in only a very
simple way compared to representations like the Venn and Euler systems. The only
graphical constraint which is exploited by the use of tabular representations is that
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each cell of the table can contain exactly one value, and therefore if a value is already
present in a cell then no other value can fill that role.

1.1 Outline
The methodology which we adopt is exactly that used by logicians investigating proof
and model theories of the more familiar sentential logics, for example first order logic.
In Section 3 we specify the syntax of the representation, and then, in Section 4 we
present a model theory for the representation, that is a mapping from the representation
to the world which allows us to assert that certain instances of the representation are ac-
curate descriptions of the (real or imaginary) world. Next, in Section 5, we describe the
inference rules which may be applied to instances of the representation to produce new
instances. Finally, in Sections 6 and 7, we give proofs of soundness and completeness
for the logic described.

2 Coincidence Grids
Coincidence grids are recommended in “logic puzzle” books as an aid to solving certain
kinds of logic puzzles. Here is an example problem:

Sylvia and four other workers in Midsville were unemployed for a short time last
year when they decided to change their occupations (one was a telephone operator)
and undergo retraining for new jobs. The five are now happily re-employed (one is a
mechanic). From the premises below, determine each worker’s first name, last name
(one’s is Swanson), former job, and present job.

1. The five workers are Tom, the former welder, the present arcade manager,
Ms. Cortez, and the present fitness instructor (who is not Mr. Bertram).

2. Ralph used to be a foreman.

3. Marie who is neither Cortez nor Monroe, used to be a secretary.

4. Mr. Hampton is now a mail carrier.

5. The programmer, who is not Erica, used to repair TVs.

Figure 1 shows an example coincidence grid used in the solution of this puzzle.
Puzzles of this type involve the attributes possessed by individuals. Each individual,
typically a person, is known to have a number of attributes: first name, current occupa-
tion, etc. The set of available values for these attributes is stated in the puzzle and these
values are shared among the individuals exhaustively and exclusively. A solution to the
puzzle is a statement of exactly which single and unique value for all of the attributes
each individual has.

The main interest in this paper is in formalizing and characterizing the reasoning
that may be performed using the coincidence grid representation system. In contrast,
the main interest in logic puzzles is in the extraction of the correct information for
display in the initial diagram. This is an essentially heterogeneous reasoning problem,
of the form discussed in [1, 2, 7] but we do not discuss this feature of logic puzzles
in this paper. If one were to imagine the sentential assumptions expressed in a formal
logic, perhaps as formulae whose atomic subformulae are constrained to be equalities,
then the puzzles would be quite trivial to solve, indicating that the real trick in these
puzzles is an appropriate understanding of the subtleties of the semantics of natural
language.
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Figure 1: A coincidence grid diagram

There are two variable quantities in the coincidence grid, the number of attributes
with which the problem is concerned, and the number of values each attribute may
take on. Information concerning these problems comes in the form of assertions about
the coincidence or non-coincidence of pairs of values for attributes. For example, the
sentence “Ralph used to be the foreman” asserts that the object with first name “Ralph”
also has the former occupation “foreman”. The diagram of Figure 1 consists of a num-
ber of individual grids, each of which have as their axes two of the attributes mentioned
in the problem. For example the rightmost grid on the top row of the diagram has as
its axes the “first name” and “former occupation” attributes. The diagram has a unique
square grid for each pair of distinct attributes.

If we adopt the convention that a cell marked with a X which is in a particular row
and column indicates that the object with the property labeling the row is the same as
the object with the property labeling the column, and the same cell marked with a ×
means that those same properties are known not to hold of the same object, then we can
use the representation to indicate concisely certain assertions about the problem. For
example, the X in the leftmost column of the grid representing the product of the “first
name” and “former occupation” attributes, represents the assertion that “Ralph used to
be a foreman” (hypothesis 2 of the example problem). While the × in that same grid
represents the assertion that “Tom is not the former welder”.

3 Syntax
We begin by defining the basic syntactic building blocks which will be used to construct
coincidence grids:

• Grids - for all natural numbers n we will have a countably infinite number of
n × n grids each consisting of n2 cells. Each grid is taken to represent informa-
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tion relating two attributes, each row or column represents information about an
individual value, and each cell is taken to represent whether there is some object
which has as values both those represented by that cell’s row and column.

• Labels - a countably infinite number of labels (collected into the set L) used to
give names to the rows and columns of each grid.

• Marks - Cells of grids can be marked with either X or ×. X will be used in a
cell when a single object is taken to have the pair of values of the cell’s row and
column labels, and × will be used when the object does not have that value pair.

When referring to the rows and columns of a grid we will rely on the common
understanding of these notions. For convenience we will make reference to cells of a
grid using pairs of rows and columns, for this we will use a square bracket notation,
e.g., [r, c]. When using this notation the order of r and c is irrelevant, i.e., [r, c] = [c, r].

Definition 3.1 (Labeled Grid)
A labeled grid l of size n is 〈gl, rowsl, colsl〉 where gl is a n×n grid and rowsl, colsl

are one-to-one functions from the rows (resp. columns) of gl to disjoint subsets of L.
We will refer to the ranges of rowsl and colsl as label sets.

For convenience we define labelsl = rowsl ∪ colsl
1. Using the function labelsl

we can derive the partial function cellForl from pairs of cell labels to cells (with cells
represented by the intersection of a column and a row), cellForl(i, j) = [a, b], when
labelsl(a) = i and labelsl(b) = j.2 Finally we will sometimes refer to the cells of a
labeled grid using the pairs of their column and row labels l,m, e.g., (l, m) where as
before the order is irrelevant, i.e., (l,m) = (m, l).

Definition 3.2 (Grid Layout)
A grid layout is a compatible collection of labeled grids. A collection of labeled grids,
l1, . . . lk all of size m, is said to be compatible when:

• No two labeled grids in the layout have the same set of labels (for each i 6= j,
labelsli 6= labelslj ). Note that this condition also excludes the inclusion of two
labeled grids where the columns and rows are swapped.

• Row and column labels travel in packs, i.e., it isn’t possible for the same label to
appear in more than one distinct label set (for each i, j, rowsli and colsli are
each either equal to or disjoint from each of rowslj and colslj ).

• Every pair of label sets from some labeled grid is represented by some labeled
grid in the layout (for each distinct pair rowsli , colslj there is a grid l with
labelsg = rowsli ∪ colslj )).

We call a grid layout with n distinct row label collections, each of m labels, an n, m-
grid layout.

When drawing a grid layout, we observe the convention that all grids sharing the
same row label collections are drawn in series from right to left and with their row

1Here and where convenient we will view functions as a sets of ordered pairs, and subject them to set
operations.

2Here and throughout the remainder of the paper subscripts will be omitted when they can be unambigu-
ously inferred from the context.
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labels in the same order, and that all grids sharing the same set of column labels are
drawn top to bottom with their columns in the same order. Thus the labels for the rows
and columns of the grid layout can be placed along the top and left edges of the grid
layout labeling rows and columns which span multiple grids.

The grid layout defines the tabular structure in which information may be repre-
sented. Information is represented by placing values into this structure. This is mod-
eled using a marking function.

Definition 3.3 (Marking function)
A marking function, M , for the grid layout G is a (possibly partial) function from
pairs of labels of the cells of G to the set {X,×}. Given a cell in a row labeled r
and column labeled s, M(r, s) = X and M(r, s) = × are taken to mean that the
referenced cell is marked with the corresponding symbol. M(r, s) is undefined when a
cell is unmarked. We will say that a marking function is total when it assigns either X
or × to all pairs of labels of cells in the grid layout.

Definition 3.4 (Coincidence grid)
A coincidence grid, (G, M), is a grid layout G along with a marking function M for
that grid layout.

4 Semantics
Coincidence grids are used to reason about information regarding the values for at-
tributes of a set of objects. Coincidence Structures are mathematical objects which
model this kind of information and thereby are used to give meaning to coincidence
grids.

Definition 4.1 (Coincidence Structure)
An n, m-coincidence structure is a tuple 〈Partition, denotedBy〉 where Partition
is a collection of n disjoint finite sets each with m elements and denotedBy is a one-
to-one function from members of sets in Partition to labels in L. We call the union of
the sets in Partition the values of the structure.

If A is an coincidence structure, the relation coincidesA is defined so that
coincidesA(a, b) is true just when a and b are labels in L and there are members j, k of
the same set in PartitionA such that denotedByA(j) = a and denotedByA(k) = b.
It is trivial to show that coincidesA is an equivalence relation.

Definition 4.2 (|=)
Given a n, m-coincidence structure A and the coincidence grid (G, M) with G a n, m-
grid layout, we write A |= (G, M), and say that A is a model of (G, M) iff

• for each labeled grid g in G there are not two row labels l, l′ such that
coincides(l, l′) nor two column labels m,m′ such that coincides(m,m′).

• for each cell in g in a row labeled l and a column labeled m marked with X,
coincides(l,m) is true.

• for each cell in g in a row labeled i and a column labeled j marked with ×,
coincides(l,m) is false.
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Definition 4.3 (C |= C′)
A coincidence grid C′ is a consequence of a coincidence grid C, C |= C′, if every model
of C is a model of C′.

5 Proof System
The inference rules of the proof theory are given in sequent style below. When we
reason with coincidence grids, the grid layout is fixed: inference proceeds by modifying
the marking function, by adding or removing values at individual cells.

5.1 Erasure
The rule of ERASURE allows us to remove zero or more marks from a diagram.

(G, M) ; (G, N)

Proviso: N ⊆ M

Figure 2: Rule: ERASURE

The ERASURE rule does not require N to be a proper subset of M . When N and
M are identical, we draw attention to this fact by referring to the rule as REITERATION.

5.2 Cases
Definition 5.1 (Extension of M at a cell)
Let M be a marking function which is undefined at (l,m).

• MX
(l,m) = M ∪ {((l,m),X)}, i.e. MX

(l,m) is just like M except that MX
(l,m)

assigns X to (l,m).

• M×
(l,m) = M ∪ {((l, m),×)}, i.e. M×

(l,m) is just like M except that M×
(l,m)

assigns × to (l,m).

The CASES rule allows us to examine the exclusive cases generated by extending a
marking function at a single cell in both possible ways.

(G, MX
(l,m)) ; (G, N) (G, M×

(l,m)) ; (G, N)

(G, M) ; (G, N)

Figure 3: Rule: CASES

5.3 Contradiction
We now need a crucial definition which defines the pathways that allow information to
flow between grids. Intuitively, a cell in grid relates two values (a, b) to one another
(perhaps by containing a check). There is a cell in another grid relating the one of these
values to a third value (a, c) say. Yet a third cell relates (b, c), and the values on these
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three cells are dependent on one another (in particular, it isn’t consistent for exactly
two of them to contain a check and the other a cross.) We identify these cell collections
as triads.

Definition 5.2 (Triad)
Given a coincidence grid C, a triad is three cells of C related by a chain of attribute
pairs. Three cells [x1, y1], [x2, y2], [x3, y3] are related by a chain of attribute pairs
when there are labels t1, t2, t3 in three labeled grids a, b, c in C, such that
cellFora(t1, t2) = [x1, y1], cellForb(t2, t3) = [x2, y2], and cellForc(t1, t3) = [x3, y3].

In Figure 1, an example of a triad would be the cells (TV Rep, Programm.),
(Programm., Erica), (TV Rep, Erica). This example also shows the importance of tri-
ads, i.e., since we know that the former TV repair-person is currently employed as a
programmer, and we know that Erica isn’t currently a programmer we can conclude
that Erica wasn’t formerly employed as a TV repair-person. With the notion of triad
in hand, we can now define a contradictory marking function for a diagram, which we
will later show means that the diagram cannot represent a solution to the problem.

Definition 5.3 (Contradictory Marking Function)
A marking function M is contradictory if any of the following conditions hold:

1. M assigns two checks in the same row or column of a grid (M(l0, l1) = X =
M(l0, l2) for any l0 from one label set and with l1 and l2 distinct values from a
second label set).

2. M assigns one row or column of a grid to be completely filled by crosses
(M(l0, l) = × for any l0 and for all l drawn from a second label set.)

3. M assigns a triad two checks and a cross (M(l0, l1) = X = M(l0, l2) and
M(l1, l2) = ×).

(G, M) ; (G, N)

Proviso: M is contradictory

Figure 4: Rule: CONTRADICTION

Definition 5.4 (`)
For any coincidence grids (G, M) and (G, M ′), we say that (G, M ′) can be proved
from (G, M), written (G, M) ` (G, M ′), iff there is a tree of applications of the above
rules of inference whose root contains (G, M) ; (G, M ′), and whose leaves are all
closed (derived from no premises using ERASURE or CONTRADICTION).

A simple example proof is shown in Figure 5. Before leaving this discussion of the
proof theory, we prove the following important result, which we will use later:

Proposition 5.1 For any sequent (G, M) ; (G, N), we can build a proof tree whose
leaves contain all of the sequents (G, Mi) ; (G, N), where Mi is a total extension of
M .
Proof The proof is by induction on the number of places that M is undefined.
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Figure 5: An Example Proof

Basis: If M is total, then we can build a proof with (G, M) ; (G, N) as the only
leaf of a tree consisting of one application of the REITERATION rule.

Step: Assume that the result follows for all marking functions undefined at i < k
cells, we will show that the result follows for any marking function undefined at k cells.

A single application of CASES to the given sequent yields the following tree:

(G, MX
(l,m)) ; (G, N) (G, M×

(l,m)) ; (G, N)
CASES

(G, M) ; (G, N)

By the induction hypothesis, we can build a proof tree with the required property above
each of the new sequents:

Π
(G, MX

(l,m)) ; (G, N)
Σ

(G, M×
(l,m)) ; (G, N)

CASES
(G, M) ; (G, N)

The proof Π has at it leaves all of the sequents which are total extensions of MX
(l,m),

and Σ’s leaves are the total extensions of M×
(l,m), so together the leaves have all total

extensions of (G, M) on their left hand sides (and (G, N) on the right).

6 Soundness
Theorem 6.1 (Soundness) For any coincidence grids (G, M) and (G, M ′), if (G, M) `
(G, M ′) then (G, M) |= (G, M ′)
Proof The proof is by induction on the height of the proof tree.

Basis If the height of the tree is 1, then the proof must involve one application of
CONTRADICTION or ERASURE.

• ERASURE: Suppose for the sake of contradiction that (G, M) 6|= (G, M ′).
There exists some model, A such that A |= (G, M) and A 6|= (G, M ′). Since
both coincidence grid contain the same labeled grid G we know that A 6|=
(G, M ′) can not be due an incompatibility between label sets in G and the
coincides relation. Thus there is some cell (l,m) such that it is marked with
a check in M ′ and coincides(l, m) is false, or it is marked with a cross in M ′

and coincides(l,m) is true. In either case, this mark was present in M , and A
therefore fails to be a model of (G, M). Contradiction.
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• Contradiction: It suffices to show that any coincidence grid to which CONTRA-
DICTION can be applied has no models.

Suppose for sake of contradiction that (G, M) is an coincidence grid of size n to
which CONTRADICTION applies, and that A |= (G, M). There are three cases
depending on which of the clauses of CONTRADICTION applied.

1. Some grid of (G, M) contains a row labeled l with two check marks, in the
columns labeled m and m′ say. This means that both coincides(l,m) and
coincides(l, m′) are true, and hence that coincides(m,m′) is also true,
which means that A 6|= (G, M), contradiction. The case of two checks in
the same column is analogous.

2. Some grid of (G, M) contains a row [l,m1], . . . , [l,mn] with all crosses.
This means that no row label mi is mapped to the same member of A as l
is. But this is impossible since there are n members of A, n of the mi, and
each mi is mapped to a different member of A. Contradiction. The case of
a grid with a column with all crosses is analogous.

3. Some triad in (G, M) contains two checks and a cross, i.e., M(l0, l1) =
X = M(l0, l2) and M(l1, l2) = ×. Since M(l0, l1) = X = M(l0, l2),
coincide(l0, l1) and coincide(l0, l2) are derived from A. Since coincide
is transitive, it follows that coincide(l1, l2). But since A |= (G, M) and
M(l1, l2) = ×, this cannot be true. Contradiction.

Step Suppose that the height of the proof tree is k > 1 and that the result holds for
all proofs of length less than k.

The inference at the root must be an application of CASES on some cell with labels
l and m. We must show that (G, M) |= (G, M ′). Suppose not, i.e. that there is some
model A of (G, M) which is not a model of (G, M ′). In every model coincides(l,m)
is either true or false, and so either A is a model of (G, MX

(l,m)) or of (G, M×
(l,m)).

But we know that (G, MX
(l,m)) |= (G, M ′) and that (G, M×

(l,m)) |= (G, M ′) from the
induction hypothesis, which is a contradiction.

7 Completeness
In this section we will demonstrate the completeness of the proof system, i.e., that it is
sufficiently powerful to allow that any logical consequence of a coincidence grid can be
proved to be so. To show this result, we will present a generic strategy (Algorithm 7.1)
for building a proof with any coincidence grid C as the premise and any coincidence
grid C′ as the conclusion. Furthermore we will show that if this strategy fails then that
C′ can not be a logical consequence of C.

The strategy proceeds as follows. First, we build a proof tree with C ; C′ as the
root and a leaf Ci ; C′ for each total extension of C. If there is any leaf which can
not be closed, established using either the ERASURE or CONTRADICTION rules with
no premise then the strategy fails.

Algorithm 7.1 (Canonical Proof Strategy)
We begin with any two coincidence grids (G, M) (the premise) and (G, M ′) (the con-
clusion).
Step #1: Start the proof with the sequent (G, M) ; (G, M ′) as the root.
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Figure 6: A coincidence grid with no models to which CONTRADICTION can not be
applied

Step #2: While there exist unmarked cells in the left hand side of the sequent of some
leaf of the proof: select at random any unmarked cell (l,m) in (G, M ′′) of each leaf
(G, M ′′) ; (G, M ′) and apply the CASES rule to add the branches (G, M ′′X

(l,m)) ;

(G, M ′) and (G, M ′′×
(l,m)) ; (G, M ′) to the proof above that leaf.

Step #3: Close each leaf with an application of the ERASURE or the CONTRADICTION
rule with no premise. If this is not possible for any leaf then fail, otherwise the proof is
complete.

To prove that this strategy is correct (that any logical consequence of a diagram can
be proved in this manner) we first consider the case that C has no models, and show
that if a diagram has no models then the contradiction rule can be applied to every total
extension of C (Proposition 7.2). Then we need to consider the case where the proof
has a leaf Ci ; C′ which can not be established using the using either the ERASURE
or CONTRADICTION rules. First we show that any total non-contradictory coincidence
grid is true in some model (Proposition 7.1). Then we know that Ci must have a model,
and that Ci and C′ differ on some cell. Using this diagram we build a model A such
that A |= C but that A 6|= C′ (Proposition 7.4), which means that it can’t be the case
that C |= C′.

We begin by observing that there are some coincidence grids which have no mod-
els, but to which CONTRADICTION can not be applied. An example of one such coin-
cidence grid can be found in Figure 6. We need to show that every total extension of
such a marking function does permit the application of CONTRADICTION.

Proposition 7.1 All coincidence grid (G, M) with G a total marking function which
is not contradictory are true in a model.
Proof We construct a model of A of (G, M). For each label l in G, determine
{m | M(l,m) = X} ∪ {l}. There is exactly one m along each dimension that
has this property, since CONTRADICTION does not apply to (G, M). Let Properties
be the collection of these sets. (In other words, we use the labels themselves as the
values of 〈Properties, denotedBy〉.) As the function denotedBy we use the identity
function on the labels of G. 〈Properties, denotedBy〉 is a model of (G, M).

Proposition 7.2 If (G, M) has no models, then CONTRADICTION can be applied to
every total extension of (G, M).
Proof We prove the contrapositive. Let T be a total extension of M to which CON-
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TRADICTION does not apply. Using Proposition 7.1, we know that (G, T ) has a model,
and since T is an extension of M we know that this model is also a model of (G, M).

Proposition 7.3 If (G, M) has no models, then (G, M) ` (G, M ′) for any marking
function M ′.
Proof By Proposition 5.1 there is a proof tree Π whose root contains (G, M) ;

(G, M ′)) and whose leaves contain the sequents (G, Mi) ; (G, M ′) for all total
extensions, Mi of M . By Proposition 7.2, the contradiction rule can be applied to each
leaf of this tree, and so (G, M) ` (G, M ′).

Proposition 7.4 Given coincidence grids (G, M) which has a model and (G, M ′),
such that M(l,m) = X and M ′(l, m) = × for some l,m, then no model A such that
A |= (G, M), can be a model of (G, M ′).
Proof Since we know that in (G, M), M(l, m) = X we also have that coincidesA(l, m)
can be derived from all models A in which (G, M) is true. However in any model A′

which makes (G, M ′) true, coincidesA′(l,m) can not hold (since M ′(l,m) = ×), so
there can be no model A such that A |= (G, M) and A |= (G, M ′).

Lemma 7.1 For all coincidence grid (G, M) and (G, M ′), Algorithm 7.1 finds a proof
(G, M) ` (G, M ′) iff (G, M) |= (G, M ′).
Proof First we consider the possibility that (G, M) has no models. In this case all
coincidence grid are logical consequences of (G, M) so the algorithm should generate
a valid proof for any coincidence grid (G, M ′) (see Proposition 7.3). Using Proposi-
tion 7.2 we know that the CONTRADICTION rule can be applied to each leaf generated
by the algorithm and thus that a valid proof is generated.

Now we consider the case that (G, M) has a model. If the algorithm generates a
proof then from soundness we know that (G, M) |= (G, M ′). If the algorithm fails
then we need to show that (G, M) 6|= (G, M ′). Assuming that the algorithm fails we
know that there was some leaf (G, Mi) ; (G, M ′) generated by the strategy which
could not be closed, established by the ERASURE or CONTRADICTION rules without
a premise. From the fact that the CONTRADICTION rule can not be applied to that
sequent and Proposition 7.1 we know that (G, Mi) has some model which we will call
A. Furthermore from the fact that the ERASURE rule can not be applied and that Mi

is total, we know that Mi and M ′ disagree on the content of some cell. Thus from
Proposition 7.4 we know that no model of (G, Mi) can be a model of (G, M ′), i.e.,
A 6|= (G, M ′). Since (G, Mi) is an extension of (G, M) we know that A |= (G, M)
and finally that (G, M) 6|= (G, M ′).

Theorem 7.1 (Completeness)
For any two coincidence grids (G, M) and (G, M ′), if (G, M) |= (G, M ′) then
(G, M) ` (G, M ′).
Proof The proof of this theorem is a direct result of Lemma 7.1.

Corollary 7.1 For any two coincidence grid C, C′ the question of whether C′ is a logi-
cal consequence of C is decidable.
Proof Since there are a finite number of unmarked cells in any coincidence grid we
know that Algorithm 7.1 will terminate (though possibly in exponential time), the rest
is a direct result of Lemma 7.1.

11



8 Conclusion
In this paper we have formalized a logic of coincidence grids, by defining the syntax
proof theory and semantics for the representation. We have shown that the proof theory
is both sound and complete for the semantics.

The logic that we have defined permits a search for proofs based on a “generate
and test” method. The CASES rule allows us to mark a previously unmarked cell and
then to determine the consequences of each possible mark. While having the twin
virtues of soundness and completeness, this is not a natural logic for proof search using
these representations. There are more intuitive rules which allow inference between
diagrams, for example a rule which allows the addition of a × to any unmarked cell
in a row or column that already contains a X. This rule, and others like it, are easily
definable using the inference rules presented here however we have not yet found a
way to define a collection of rules which allow us to dispense with CASES entirely.
This is due to the fact that we have yet to find a natural contradiction rule that can be
applied to recognize all diagrams that have no models. Finding that stronger version
of contradiction and a set of natural inference rules which would allow us to dispense
with CASES is the subject of future work.
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