
 

Proceedings of the 
 
 
 
 

KWEPSY2007 

 
Knowledge Web PhD Symposium 2007 

 
 
 

co-located with the 4th Annual European Semantic Web 
Conference [ESWC2007] 
 

 
 

June 6, 2007 

Innsbruck, Austria 
 
 
 
 
 
Edited by  
 
Elena Simperl, University of Innsbruck, Austria 
Joerg Diederich, L3S Research Center, Hannover, Germany  
Guus Schreiber, Vrije Universiteit Amsterdam, Netherlands  
 
 
© 2007 for the individual papers by the papers' authors. Copying permitted for private and 
academic purposes. Re-publication of material on this page requires permission by the 
copyright owners. 
 

http://www.eswc2007.org/


Table of Contents 
 
Foreword 4 
Sponsors 9 
  
The technical program included the following full papers:  
Caching for Semantic Web Services, Michael Stollberg, DERI, University of Innsbruck 10 
Towards Novel Techniques for Reasoning in Expressive Description Logics based on 
Binary Decision Diagrams, Uwe Keller, DERI, University of Innsbruck 

15 

Process Mediation in Semantic Web Services, Emilia Cimpian, DERI, University of 
Innsbruck 

21 

Scalable Web Service Composition with Partial Matches, Adina Sirbu, Jörg Hoffmann, 
DERI, University of Innsbruck 

26 

Improving Email Conversation Efficiency by Enhancing Email with Semantics, Simon 
Scerri, DERI, National University of Ireland Galway 

31 

Towards Distributed Ontologies with Description Logics, Martin Homola, Comenius 
University 

36 

A Framework for Distributed Reasoning on the Semantic Web Based on Open Answer 
Set Programming, Cristina Feier, DERI, University of Innsbruck 

41 

Logic as a power tool to model negotiation mechanisms in the Semantic Web Era, 
Azzura Ragone, SisInfLab, Politecnico di Bari, Italy 

46 

Improving the Usability of Large Ontologies by Modularization, Anne Schlicht, University 
of Mannheim 

52 

Inferential Ontology Learning, Vit Novacek, DERI, National University of Ireland Galway 57 
Imprecise SPARQL: Towards a Unified Framework for Similarity-Based Semantic Web 
Tasks, Christoph Kiefer, Department of Informatics, University of Zurich 

63 

Semiautomatic Creation of Semantic Networks, Lars Bröcker, Fraunhofer IAIS 68 
  
The program was complemented by a poster session as follows:  
Towards Cross-Media Document Annotation, Ajay Chakravarthy, Department of 
Computer Science, Sheffield 

73 

Semantic Business Process Modeling, Yan Zhixian, DERI, University of Innsbruck 75 
Towards Open Ontology Engineering, Katharina Siorpaes, DERI, University of 
Innsbruck 

77 

Ontology-based Virtual Data Integration for E-Science Grids, Andreas Langegger, 
Institute of Applied Knowledge Processing, Johannes Keppler University Linz 

79 

Research on collaborative information sharing systems, Davide Eynard, Dipartimento di 
Elettronica e Informazione, Politecnico di Milano 

81 

On the communication and coordination issues of Semantic Web Services using Triple 
Space Compunting, Omair Shafiq, DERI, University of Innsbruck 

83 

Reasoning with Large Data Sets, Darko Anicic, DERI, University of Innsbruck 85 
Towards a Semantic Wiki for Science, Christoph Lange, Computer Science, Jacobs 
University Bremen 

87 

Ontology-Driven Management of Space Middleware, Reto Krummenacher, DERI, 
University of Innsbruck 

89 

Intelligent Search ina Collection of Video Lectures, Angela Fogarolli, Dept. of 
Information and Communication Tech., University of Trento 

91 

A Collaborative Semantic Space for Enterprise, Alexandre Passant, Laboratoire 
LaLICC, Universite Paris IV Sorbonne 

93 

Proceedings of KWEPSY2007 Page 2 of 107



A Directed Hypergraph Model for RDF, Amadis Antonio Martinez Morales, Universidad 
de Carabobo, Venezuela 

96 

Applying Semantic Technologies to the Design of Open Service-oriented Architectures 
for Geospatial Applications, Thomas Usländer, Fraunhofer IITB 

98 

Pattern-based Ontology Construction, Eva Blomqvist, Jönköping University 100 
Semantic Group Formation, Asma Ounnas, School of Electronics and Computer 
Science, University of Southhampton 

102 

Combining HTN-DL Planning and CBR to compound Semantic Web Services, Antonio 
Sanchez-Ruiz, Dep. Ingenieria del Software e Inteligencia Artificial, Universidad 
Complutense de Madrid 

104 

Ontology Mapping Specification Language, Francois Scharffe, DERI, University of 
Innsbruck 

106 

 
 
The workshop Website is available online at http://ontoworld.org/wiki/KWEPSY2007 
 
 

Proceedings of KWEPSY2007 Page 3 of 107



The Knowledge Web PhD Symposium Series 
The Knowledge Web PhD Symposium KWEPSY aims at bringing together doctoral students within the 
Semantic Web community to open their work up to discussion in a European forum, and to obtain 
valuable feedback from leading scientists in the field. Participants to the symposium receive 
constructive comments with respect to topic-specific research issues and are assisted in formulating a 
coherent research narrative for their doctoral work. Though organized under the umbrella of 
Knowledge Web, the symposium is open to all PhD students carrying out research on topics related 
to the Semantic Web, whilst priority is given to 1st/2nd year PhD students, because they are still in the 
process of defining the scope of their research. 
 
Students submit an extended abstract, structured in accordance to a pre-defined template, which has 
been designed to highlight the key methodological components required for a sound research 
narrative. The submission needs to address the following aspects:  

• Describe the research problem of the PhD thesis and argument its relevant for the Semantic 
Web area.  

• Describe the state of the art, emphasizing the need for improvement and the feasibility of your 
approach.  

• Summarize the expected contributions and outline the real-world use cases (applications, 
target audience) which will mainly benefit from your work.  

• Sketch the research methodology that you have adopted (or you are planning to adopt), in 
particular your approach to evaluating/validating the results.  

• Describe your proposed approach, clearly differentiating between the results achieved so far, 
the remaining work and the (planned) evaluation.  

• Compare and contrast your approach with other existing approaches, in particular highlighting 
the shortcomings of other approaches, which your approach is planning to tackle.  

• Conclude your summary with an outline of the planned future work.  
 

Papers should not exceed 5 pages and are peer-reviewed by at least two members of the scientific 
advisory board. The submissions are reviewed against the following criteria (in this order): 

• Conformance of the submitted abstract to the given template.  
• Novelty and originality of the research work. 
• Rigorousness and scientific soundness of the overall approach and of the results so far. 
• Clarity of the presentation.  
• Relevance of the work with respect to the Semantic Web field.  

The selected participants are given the opportunity to open their work up to discussion in front of other 
students and an expert audience (either in a regular presentation session or in a poster session). Each 
accepted contribution is assigned to a scientific advisor who provides extended feedback to the 
presented research achievements and to the accuracy of the applied methodology. In addition to full 
papers, a limited number of papers is accepted as posters, for which the authors are required to 
submit a 2 page version of the original submission.  

The symposium is scheduled as a full-day event, consisting of full paper presentations and a poster 
session. Each full paper is presented in a talk of 25 minutes (15 minutes presentation, 10 minutes 
discussion). As a general template for the presentations the speakers are recommended to use the 
following structure:  

• Problem statement (1-2 slides)  
• Research questions and expected contributions (1 slide)  
• Proposed solution (4-6 slides)  
• Evaluation or evaluation plans (1-2 slides)  
• Future work (1 slide)  

Best papers are selected by the scientific advisors and awarded during the symposium. 

The Knowledge Web PhD Symposium has been held in 2006 and 2007 co-located with the European 
Semantic Web Conference ESWC.  
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KWEPSY 2007  
The KWEPSY 2007 PhD Symposium brought together 40 researchers, be that doctoral students or 
senior researchers. The symposium program included 12 full paper presentations, a poster session 
and extensive discussions. In particular scientific advisors of the accepted papers were kind to give in-
depth feedback of the work surveyed. 

The symposium organizers, Elena Simperl, Jörg Diederich and Guus Schreiber, received 55 
submissions of papers in response to the call for contributions. As a result of the peer reviewing 
process, 12 full papers and 17 posters of these were selected for publication in these proceedings. 
The program committee consisted of the following Semantic Web experts from industry or academia: 
Alain Leger, France Telecom, France, Asuncion Gomez Perez, Universidad Politecnica Madrid, 
Spain, Anupriya Ankolekar, University of Karlsruhe, Germany, Axel Polleres, University Rey Juan 
Carlos, Spain, Daniel Olmedilla, L3S Research Center, Hannover, Germany, Carole Goble, 
University of Manchester, UK, Diana Maynard, University of Sheffield, UK, Elena Simperl, University 
of Innsbruck, Austria, Enrico Franconi, Free University of Bozen-Bolzano, Italy, Enrico Motta, The 
Open University, UK, Fabien Gandon, INRIA Sophia-Antipolis, France, Frank van Harmelen, Vrije 
Universiteit Amsterdam, Netherlands, Guus Schreiber, Vrije Universiteit Amsterdam, Netherlands, 
Heiner Stuckenschmidt, University of Mannheim, Germany, Holger Wache, Vrije Universiteit 
Amsterdam, Netherlands, Ilya Zaihrayeu, University of Trento, Italy, Jeff Z. Pan, University of 
Aberdeen, UK, Jerome Euzenat, INRIA Rhone-Alpes, France, Jörg Diederich, L3S Research 
Center, Hannover, Germany, Sebastian Schaffert, Salzburg Research, Austria, John Breslin, NUI 
Galway, Ireland, Lora Aroyo, University of Eindhoven, Netherlands, Lyndon Nixon, Free University 
of Berlin, Germany, Marco Ronchetti, University of Trento, Italy, Martin Dzbor, The Open University, 
UK, Michal Zaremba, University of Innsbruck, Austria, Pavel Shvaiko, University of Trento, Italy, 
Peter Haase, University of Karlsruhe, Germany, Philipp Cimiano, University of Karlsruhe, Germany, 
Richard Benjamins, Isoco, Spain, Robert Tolksdorf, Free University of Berlin, Germany, Rose 
Dieng, INRIA, France, Sergio Tessaris, Free University of Bozen-Bolzano, Italy, Stefan Decker, NUI 
Galway, Ireland, Tomas Vitvar, NUI Galway, Ireland, Valentina Tamma, University of Liverpool, UK, 
Walter Binder, Lugano University, CH, Wolfgang Nejdl, L3S Research Center, Hannover, Germany, 
Yiannis Kompatsiaris, Centre for Research and Technology Hellas, Greece, York Sure, University of 
Karlsruhe, Germany  

Several members of the program committee agreed to become a scientific advisor of at least one of 
the student who were accepted to give a presentation in the symposium. They were Diana Maynard, 
University of Sheffield, UK, Elena Simperl, University of Innsbruck, Austria, Enrico Franconi, Free 
University of Bozen-Bolzano, Italy, Heiner Stuckenschmidt, University of Mannheim, Germany, 
Holger Wache, Vrije Universiteit Amsterdam, Netherlands, Jerome Euzenat, INRIA Rhone-Alpes, 
France, Jörg Diederich, L3S Research Center, Hannover, Germany, Sebastian Schaffert, Salzburg 
Research, Austria, Peter Haase, University of Karlsruhe, Germany. 

The organization committee would like to thank all PC members and in particular the scientific 
advisors for their thorough and substantial reviews, which were crucial for the success of the actual 
event. 

At the beginning of the symposium Elena Simperl gave a short introductory talk, which outlined the 
motivation and objectives of the symposium, introduced the technical program and the best paper 
award. The technical program consisted of three sessions of paper presentations, a poster session, 
and a wrap-up session in which the attendees participated in a lively discussion on the general 
objectives, the format and the organization of the symposium.  

The presentations held on this workshop covered the areas Semantic Web Services, languages and 
reasoning, ontology engineering, information extraction and ontology learning. The authors were 
affiliated to institutions widely spread across Europe, with a slight majority of Austrian institutions 
which can be traced back to the location of the event (Figure 1).  
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Figure 1: Distribution of papers per country
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Further on, the work reported in the accepted papers was in various stages, from early to very 
advanced, while most of the papers did not describe completed PhD research (Figure 2).  

Figure 2: Stage of the work reported in the papers
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The technical program included the following full papers: 

• Caching for Semantic Web Services, Michael Stollberg, Digital Enterprise Research Institute, 
University of Innsbruck  

• Towards Novel Techniques for Reasoning in Expressive Description Logics based on Binary 
Decision Diagrams, Uwe Keller, Digital Enterprise Research Institute, University of Innsbruck 

• Process Mediation in Semantic Web Services, Emilia Cimpian, Digital Enterprise Research 
Institute, University of Innsbruck  

• Scalable Web Service Composition with Partial Matches, Adina Sirbu, Jörg Hoffmann, Digital 
Enterprise Research Institute, University of Innsbruck  

• Improving Email Conversation Efficiency by Enhancing Email with Semantics, Simon Scerri, 
Digital Enterprise Research Institute, National University of Ireland Galway  

• Towards Distributed Ontologies with Description Logics, Martin Homola, Comenius University 
• A Framework for Distributed Reasoning on the Semantic Web Based on Open Answer Set 

Programming, Cristina Feier, Digital Enterprise Research Institute, University of Innsbruck  
• Logic as a power tool to model negotiation mechanisms in the Semantic Web Era, Azzura 

Ragone, SisInfLab, Politecnico di Bari, Italy  
• Improving the Usability of Large Ontologies by Modularization, Anne Schlicht, University of 

Mannheim  
• Inferential Ontology Learning, Vit Novacek, Digital Enterprise Research Institute, National 

University of Ireland Galway  
• Imprecise SPARQL: Towards a Unified Framework for Similarity-Based Semantic Web Tasks, 

Christoph Kiefer, Department of Informatics, University of Zurich  
• Semiautomatic Creation of Semantic Networks, Lars Bröcker, Fraunhofer IAIS  
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The program was complemented by a poster session as follows: 
• Towards Cross-Media Document Annotation, Ajay Chakravarthy, Department of Computer 

Science, Sheffield  
• Semantic Business Process Modeling, Yan Zhixian, Digital Enterprise Research Institute, 

University of Innsbruck  
• Towards Open Ontology Engineering, Katharina Siorpaes, Digital Enterprise Research 

Institute, University of Innsbruck  
• Ontology-based Virtual Data Integration for E-Science Grids, Andreas Langegger, Institute of 

Applied Knowledge Processing, Johannes Keppler University Linz  
• Research on collaborative information sharing systems, Davide Eynard, Dipartimento di 

Elettronica e Informazione, Politecnico di Milano  
• On the communication and coordination issues of Semantic Web Services using Triple Space 

Compunting, Omair Shafiq, Digital Enterprise Research Institute, University of Innsbruck  
• Reasoning with Large Data Sets, Darko Anicic, Digital Enterprise Research Institute, 

University of Innsbruck  
• Towards a Semantic Wiki for Science, Christoph Lange, Computer Science, Jacobs University 

Bremen  
• Ontology-Driven Management of Space Middleware, Reto Krummenacher, Digital Enterprise 

Research Institute, University of Innsbruck  
• Intelligent Search ina Collection of Video Lectures, Angela Fogarolli, Dept. of Information and 

Communication Tech., University of Trento  
• A Collaborative Semantic Space for Enterprise, Alexandre Passant, Laboratoire LaLICC, 

Universite Paris IV Sorbonne  
• A Directed Hypergraph Model for RDF, Amadis Antonio Martinez Morales, Universidad de 

Carabobo, Venezuela  
• Applying Semantic Technologies to the Design of Open Service-oriented Architectures for 

Geospatial Applications, Thomas Usländer, Fraunhofer IITB  
• Pattern-based Ontology Construction, Eva Blomqvist, Jönköping University  
• Semantic Group Formation, Asma Ounnas, School of Electronics and Computer Science, 

University of Southhampton  
• Combining HTN-DL Planning and CBR to compound Semantic Web Services, Antonio 

Sanchez-Ruiz, Dep. Ingenieria del Software e Inteligencia Artificial, Universidad Complutense 
de Madrid  

• Ontology Mapping Specification Language, Francois Scharffe, Digital Enterprise Research 
Institute, University of Innsbruck  

 
From the accepted full papers mentioned above the following three have been selected as best paper 
candidates based on the recommendations of the reviewers: 

• Caching for Semantic Web Services, Michael Stollberg, Digital Enterprise Research Institute, 
University of Innsbruck  

• Towards Distributed Ontologies with Description Logics, Martin Homola, Comenius University, 
Slovakia   

• Improving the Usability of Large Ontologies by Modularization, Anne Schlicht, University of 
Mannheim, Germany  

 
The best paper award was sponsored by the BIT Joint School for Information Technology and was 
won by Anne Schlicht from the University of Mannheim. 

Conclusions and outlook 
The feedback we received in the wrap-up session was similar to the previous edition of the event 
(especially mentioning this time the focus on 1st/2nd year students), even though the time for 
presentation and discussion was considered to be too short and also the poster session should have 
been longer. An introductory session for the scientific advisors was considered useful and will be re-
introduced next year. Furthermore, some participants complained that the feedback they received from 
the reviewing process was very high level. This was because of the overwhelming number of 
submissions, which is could not been foreseen and which increased the workload for the reviewers 
considerably. A nice idea (though difficult to implement) was to actually make the mentors present the 
work of the student to deepen the discussion on the topic (though this will exclude the ability of the 
students to train presentations about their theses).  
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In summary, the Knowledge Web PhD symposium KWEPSY 2007 has been positively evaluated by 
both the mentors and the attending PhD students. The setup of the symposium was very successful 
and we plan only minor modification, such as the introduction of the mentors’ introductory 
presentations or a higher number of scientific advisors to be able to accommodate a larger number of 
submissions expected for 2008. 
Starting from 2007, the symposium has become an integral part of the European Semantic Web 
Conference (ESWC) which ensures that the symposium will continue to exist even beyond the end of 
the Knowledge Web project. This is also underlined by the fact that several institutions in the Semantic 
Web field such as the European Association for Semantic Web Education EASE and the Semantic 
Technologies Institute STI International decided to officially endorse the PhD symposium starting 
from next year. 
 
Innsbruck, Hannover and Amsterdam                                                                                 Elena Simperl 
August, 2007                                                                                                                      Jörg Diederich                           
                                                                                                                                         Guus Schreiber 
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Caching for Semantic Web Service Discovery

Michael Stollberg

Digital Enterprise Research Institute (DERI),
University of Innsbruck, Austria

michael.stollberg@deri.org

Abstract. This document is an extended abstract on a PhD work that
develops an efficient, scalable, and stable Web service discovery engine.
These qualities become important for discovery engines that serve as a
software component in automated SOA technologies. Based on a pro-
found formal specification, the approach is to capture design time dis-
covery results and then use this knowledge for efficient runtime discovery.
The work is evaluated by a statistical time efficiency comparison with
other Web service discovery engines, and by a applicability study in real-
world SOA applications.

Keywords: Semantic Web Services, Goals, Functional Descriptions, Dis-
covery, Efficiency, Scalability, Stability

1 Introduction

Discovery is one of the central reasoning tasks in SOA systems, concerned with
the detection of usable Web services for a specific request or application con-
text. Aiming at the automation of this task, most existing works on semantically
enabled Web service discovery focus on the quality of the applied matchmak-
ing techniques. However, the following qualities become important for using an
automated Web service discovery engine as a reliable software component in a
SOA system: efficiency as the time required for finding a usable Web service,
scalability as the ability to deal with large numbers of available Web services,
and stability as the behavioral constancy among several invocations.

My PhD work addresses this challenge by applying the concept of caching to
Web service discovery. For this, I extend the goal-driven approach that is pro-
moted by the WSMO framework (www.wsmo.org). I distinguish goal templates
as generic objective descriptions and goal instances as instantiations of a goal
template that denotes concrete client requests. At design, Web service discovery
for goal templates is performed. The result is stored in a graph that organizes
goal templates by their semantic similarity and captures the minimal knowledge
on the usable Web services for each goal template. This knowledge is utilized for
efficient runtime discovery, i.e. the detection of a usable Web service for solving
a goal instance that is defined by a client. In particular, this is achieved by:

1. pre-filtering as only the Web services that are usable for the corresponding
goal template are potential candidates for the goal instance, and

2. minimal use of a reasoner for matchmaking because in certain situations
the usability of a Web service for a goal instance can be directly inferred.
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2 Solution Overview

My work extends the approach for Web service discovery promoted by the
WSMO framework with a refined goal model and a rigid formalization for the
functional aspects of Web service discovery. On this basis, the so-called Seman-
tic Discovery Caching technique (short: SDC) caches the minimal knowledge in
order to optimize the computational qualities of Web service discovery.

2.1 Web Service Discovery Framework

Figure 1 shows the conceptual model as a dataflow diagram. It deals with three
entities: Web services that have a formal description and are accessible via a
WSDL interface, goal templates as formalized, generic objective descriptions that
are stored in the system, and goal instances that formally describe a concrete
request by instantiating a goal template with concrete inputs. At design time,
Web services for goal templates are discovered. The result is cached in the SDC
graph, the knowledge structure for optimizing the Web service discovery process.
At runtime, a concrete client request is formulated as a goal instance. The run-
time discovery finds one usable Web service for solving this. It uses the cached
knowledge for optimization, in particular for pre-filtering and minimizing the
number of necessary matchmaking operations.

Fig. 1. Overview of Web Service Discovery Framework

In contrast to an invocation request for a Web service, a goal formally de-
scribes a client objective of getting from the current state of the world into a
state wherein the objective is satisfied. This provides an abstraction layer for
facilitating problem-oriented Web service usage: the client merely specifies the
objective to be achieved as a goal, and the system discovers, composes, and ex-
ecutes suitable Web services for solving this. The distinction of goal templates
and goal instances allows to better support the goal formulation by clients (e.g.
by form-based instantiation through a graphical user interface), and – more im-
portantly – provides the foundation for the two-phase Web service discovery
outlined above.

2
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I consider functional aspects as the primary aspect for discovery: if a Web
service does not provide the functionality for solving a goal, then it is not usable
and other, non-functional aspects are irrelevant. For this, the possible solution
for goals and possible executions of Web services are formally described by func-
tional descriptions D = (Σ, Ω, IN , φpre, φeff ); Σ is the signature, Ω are domain
ontologies, IN are the input variables, the precondition φpre and the effect φeff

constraint the start- and end states. As the design time discovery result, the
usability of a Web service W for a goal template G is expressed in terms of
matching degrees (exact, plugin, subsume, intersect, disjoint). A goal instance
is defined as a pair GI(G) = (G, β) with the corresponding goal template G and
an input binding β that is used to invoke a Web service W for solving GI(G). If
W is usable for G under the degrees exact or plugin, then W is also usable for
any GI(G); under the degrees subsume and intersect, additional matchmaking
is required at runtime; if W is not usable for G it is also not usable for GI(G).

2.2 Semantic Discovery Caching

The main contribution of my work is the SDC technique as the solution for
enabling efficient, scalable, and stable Web service discovery. Its purpose is to
improve the computational quality of the runtime discovery process by exploiting
the relationships between goal templates, goal instances, and Web services.

The central element is the SDC Graph that provides an index structure for
efficient search of goal templates and usable Web services. It organizes goal tem-
plates with respect to their semantic similarity, and keeps the minimal knowledge
on the usability of the available Web services. Two goal templates Gi and Gj are
considered to be similar if they have at least one common solution; if this is
given, then mostly the same Web services are usable for them. In consequence,
the upper layer of a SDC graph is the goal graph that organizes goal templates in
a subsumption hierarchy, and the lower layer is the usability cache that captures
the minimal knowledge on the usability of the available Web services. Upon this
cache structure, the discovery operations make use of inference rules between
the similarity degree of goal templates and the usability degree of Web services.

For illustration, Figure 2 shows an example of an SDC graph along with
the most relevant inference rules. This considers three goal templates: G1 for
package shipment within Europe, G2 for Switzerland, and G3 for Germany. As
each solution for G2 is also a solution of G1, their similarity degree is subsume; the
same holds between G3 and G1. These relationships are expressed by directed arcs
in goal graph. Besides the goal templates, let there be some Web services, among
them e.g. W1 that provides package shipment within Europe, W2 throughout the
whole world, W3 within the European Union, and W4 within the Commonwealth.
Their usability degree for each goal template is explicated by directed arcs in the
usability cache. This knowledge is efficiently used for runtime discovery. Consider
a goal instance for shipping a package from Munich to Berlin: its corresponding
goal instance is G3; because W1, W2, and W3 are usable for G3 under the plugin
degree, we know that each of them is usable for solving the goal instance without
the need of a matchmaker during runtime discovery.

3
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Structure of an SDC Graph inference rules for subsume(G1,G2)

(1) exact(G1, W ) ⇒ plugin(G2, W ).

(2) plugin(G1, W ) ⇒ plugin(G2, W ).

(3) subsume(G1, W ) ⇒ exact(G2, W ) or

(4) subsume(G1, W ) ⇒ plugin(G2, W ) or

(5) subsume(G1, W ) ⇒ subsume(G2, W ) or

(6) subsume(G1, W ) ⇒ intersect(G2, W ) or

(7) subsume(G1, W ) ⇒ disjoint(G2, W ).

(8) intersect(G1, W ) ⇒ plugin(G2, W ) or

(9) intersect(G1, W ) ⇒ intersect(G2, W ) or

(10) intersect(G1, W ) ⇒ disjoint(G2, W ).

(11) disjoint(G1, W ) ⇒ disjoint(G2, W ).

Fig. 2. Example of a SDC Graph and Inference Rules

The SDC graph during its life time are maintained by algorithms that handle
the addition, removal, and modification of goal templates and Web services. Two
refinements ensure that the SDC graph exposes sophisticated search properties:
(1) the only similarity degree that occurs in the goal graph is subsume, and
(2) the minimization of the usability cache in order to avoid redundancy. The
SDC technique is implemented as a discovery component of the WSMX system,
available at the SDC homepage: members.deri.at/∼michaels/software/sdc/.

3 Evaluation

To demonstrate the achievable quality increase for Web service discovery, I have
run several comparison test between the SDC-enabled runtime discovery and an
engine that applies the same matchmaking techniques but does not make use of
the cached knowledge. Table 1 shows a snapshot of the statistical prepared test
results; details and the original test data are available from SDC homepage. This
clearly shows that the SDC discovery is efficient (the average time is always
lower), scalable (the time for the SDC discovery remains the same for increasing
numbers of Web services), and stable (the standard deviation is significantly
smaller than the one of the comparison engine).

Another relevant aspect is the appropriateness of the assumptions that un-
derly the conceptual model. For this, I have examined the applicability in real-
world settings – e.g. in one of the world’s largest SOA systems at telecommuni-
cation provider Verizon. In summary, there are many Web services that provide
similar functionalities but differ in the detailed usage conditions. Also, the us-
age requests posted by the consuming applications can be expressed in terms of
goals; these can be organized in a fine-grained subsumption hierarchy in the SDC
graph so that its benefits for efficient runtime discovery can be exploited. Be-
sides, the distinction of goal templates and goal instances has been regarded by
practioneers as suitable way for realizing problem-oriented Web service usage.

4
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Table 1. Comparison Test Statistics (all values in seconds)

No. of WS engine mean µ median x̄ standard deviation σ
10 SDC 0.28 0.27 0.03

non-SDC 0.41 0.39 0.21
100 SDC 0.29 0.28 0.03

non-SDC 3.96 3.68 2.55
2000 SDC 0.31 0.29 0.05

non-SDC 72.96 65.55 52.13

4 Related Work and Publications

Very few existing works address the computational quality of Web service discov-
ery techniques. I am not aware of any other approach that addresses this problem
in a similar way. The following outlines the relationship to related research fields;
details are discussed in the publications listed below.

Semantic Web Service Discovery. Most works are only concerned with
the matchmaking techniques. As a contribution to this end, my work is based
on a formal model that describes requested and provided functionalities on the
level of executions of Web services and solutions for goals (cf. Section 2).

Web Service Repository Indexing. Other approaches reduce the search
space for discovery by indexing Web service repositories. Keyword-based cat-
egorization as already supported by UDDI is imprecise in comparison to the
SDC graph. More sophisticated solutions create a search tree based on formal
descriptions; this can achieve logarithmic search time, but – in contrast to SDC
– still requires several matchmaking operations for each request.

Caching. Caching techniques are a well-established means for performance
increase in several areas of computing. Respective studies show that caching can
achieve the highest efficiency increase if there are many similar requests. The
SDC graph can be understood as a cache structure for Web service discovery.

Scalable Ontology Repositories. Works on scalable ontology reasoning
infrastructures minimize the reasoning effort at runtime, e.g. by materalization
and organization of the available knowledge at design time. However, such tech-
niques can not replace the SDC technique because it defines a specific knowledge
structure and algorithms for Web service discovery.

Publications (most relevant)

Stollberg, M. and Norton, B.: A Refined Goal Model for Semantic Web Services. In
Proc. of the 2nd International Conference on Internet and Web Applications and Ser-
vices (ICIW 2007), Mauritius, 2007.

Stollberg, M.; Keller, U.; Lausen, H. and Heymans, S.: Two-phase Web Service Dis-
covery based on Rich Functional Descriptions. In Proc. of the 4th European Semantic
Web Conference (ESWC 2007), Innsbruck, Austria, 2007.

Stollberg, M.; Hepp, M., Hoffmann, J.: Efficient and Scalable Web Service Discovery
with Caching. Submitted to 6th International Semantic Web Conference (ISWC 2007).
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Towards Novel Techniques for Reasoning in Expressive Description Logics
based on Binary Decision Diagrams ?

Uwe Keller

Digital Enterprise Research Institute (DERI), University of Innsbruck, Austria
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Abstract. We propose to design and study new techniques for description logic (DL) reasoning based on a prominent
data structure that has been applied very successfully in various domains in computer science where one has to face the
efficient representation and processing of large scale problems: Binary Decision Diagrams (BDDs). BDDs have been
used very successfully for reasoning in propositional logics, and have been lifted to the level of first-order logics, too.
In both cases, they provide a rich semantic structure to guide proof search. Therefore, we believe that (i) BDDs are
interesting to study in the context of reasoning for a logic of intermediate expressivity (such as DLs) and (ii) that they
provide a fertile ground for the design of novel efficient methods for reasoning in particular expressive DLs. The project
will help to enrich the available machinery of DL reasoning techniques.

1 Introduction

Description Logics (DLs) [1] are a family of class-based knowledge representation formalisms characterised by the use of
various constructors to build complex classes from simpler ones, and by an emphasis on the provision of sound, complete
and (empirically) tractable reasoning services. They have a wide range of applications, but are most widely known as the
basis for ontology languages such as OWL. Recently, [14] pointed out that the increasing use of DL-based ontologies in
areas such as e-Science and the Semantic Web however is already stretching the capabilities of existing DL systems, and
brings with it a range of challenges for future research on reasoning methods for DL. Key issues here are the provision of
efficient algorithms that allow (advanced) applications (i) to scale up to knowledge bases of practical relevance and (ii)
to leverage expressive languages for capturing domain knowledge. However, expressiveness of DLs comes at a price: the
theoretically high (worst-case) complexity of relevant reasoning tasks. Hence, it is unlikely, that there is a single method,
that performs well in all possible cases. Rather, one can expect that specific techniques perform well one particular classes
of problems.
So far, research in practical DL reasoning methods has centered around structural subsumption algorithms [2] and tableau
methods [13], and have recently been extended by the application of the resolution principle [16,18] (and optimized eval-
uation techniques from the area of deductive databases) to expressive DLs. Automata-based approaches (e.g.(e.g. [24])
(although possible in theory) have had nearly no impact on the development of practical reasoning algorithms for DLs.
Based on the observation of recent trends in the area of DL reasoning and the research challenge identified in [14] for this
field, we propose to design and research novel techniques for Description Logic reasoning that are based on a well-known
principles of reasoning that (a) has been studied for other (especially more expressive) logics, (b) proved itself to be a suc-
cessful method of reasoning for these logics and (c) work significantly different from current state-of-the-art techniques
in DL reasoning. More specifically, we propose to investigate the use of Binary Decision Diagrams (BDDs) [3] and their
manifold variants and extensions as a fundamental framework for realizing well-known reasoning tasks, in particular for
expressive DLs.

2 Binary Decision Diagrams and their Variants

A Binary Decision Diagram (BDD) [3] is a simple data structure for representing an (n-ary) boolean function f :
{0, 1}n → {0, 1}. A boolean function f(x1, . . . , xn) can be represented as a rooted, directed, acyclic graph, which
consists of decision nodes and two terminal nodes called 0-terminal and 1-terminal. Each decision node is labeled by
a Boolean variable xi and has two child nodes called low child and high child. The edge from a node to a low (high)
child represents an assignment of the variable to 0 (1). Such a BDD is called ordered if different variables appear in
the same order on all paths from the root. It is called reduced if the graph is reduced according to two rules: (i) merge
any isomorphic subgraphs, and (ii) eliminate any node whose two children are isomorphic. Consequently, reduced BDDs
reuse structures in the BDD representation to a maximum extent and therefore shrink the size of the representation. Most

? This work has been funded by the Austrian Federal Ministry for Transport, Innovation, and Technology under the project Semantic
Engineering Support Environment (SEnSE, FIT-IT contract FFG 810807).
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often, the term BDD refers actually to Reduced Ordered Binary Decision Diagram (ROBDD), i.e. BDDs that are reduced
in regard of a specific (given) order. The advantage of an ROBDD is that it is canonical (unique) for a particular boolean
function: Although the boolean function might have various (equivalent) descriptions, the respective ROBDD is unique.
A path from the root node to the 1-terminal represents a (possibly partial) variable assignment for which the represented
Boolean function has the value true. As the path descends to a low child (high child) from a node, then that node’s
variable is assigned to 0 (1).
The fundamental and most important characteristic of ROBDDs hereby is (i) an extreme compression in many practical
cases (after the application of reduction rules to remove eliminate redundancies) and (ii) very fast implementations of
standard operations on boolean functions. Although the (naive) representation of a boolean function in a BDD might
be very large (and require exponential space wrt. the number of boolean input variables), given some fixed ordering on
input variables, BDDs can most often be reduced to an OBDDs (representing the same function) such that the resulting
representation actually is comparably small (e.g. polynomial wrt. the BDD representation). In particular, for a given
ordering the reduced form is unique, and the OBDD for the n − ary boolean function which returns always 0 consists
only of the 0-terminal node. The achievable compression crucially depends on the chosen variable ordering, i.e for many
boolean functions there exists an ordering such that the corresponding reduced OBDD has a minimal size. On the other
hand, there are functions (e.g. the multiplication function) that are inherently difficult, i.e. no variable ordering exists
such that the reduced OBDD has small size. Practical experience shows, that such functions are rare in many industrial
applications. Finding an optimal variable ordering is known to be intractable [26], however heuristics often work well in
practice [23].
BDDs have been applied in various domains, most prominently hardware verification [17], in Computer Aided Design
(CAD), and in software to synthesize circuits (logic synthesis). Very often, they superseded previously known methods.
Various variations and generalizations of BDDs have been developed over time to overcome limitations for particular
domains, e.g. Zero Suppressed Decision Diagrams (ZDDs), Binary Moment Diagrams (BMDs), Free Binary Decision
Diagrams (FBDDs), (reduced ordered) Multi-valued Decision Diagrams ((RO)MDDs).

3 How to Reason with BDDs

BDDs can be used for reasoning in propositional logics straightforwardly: A propositional formula φ(x1, . . . , xn) con-
taining n propositional variables xi can be seen as an n-ary boolean function. To construct a BDD for φ(x1, . . . , xn)
one can apply Shannon’s decomposition principle: for all boolean variable assignments x1, . . . , xn ∈ {0, 1} it holds that
φ ⇔ (xi ⇒ φ{xi/1}) ∧ (¬xi ⇒ φ{xi/0}), where φ{x/φ′} denotes the formulae which is constructed from φ by
replacing all occurrences of x by φ′. The principle can be recursively applied, potentially in regard of a given ordering≺
on the propositional variables xi in φ. Reduction and simplification operations can be applied after each step to construct
a ROBDD. Since the ROBDD for a boolean function is unique, one can read off immediately from the constructed BDD,
if the respective input formula is unsatisfiable (or valid): φ is unsatisfiable (valid) if the respective ROBDD contains
only the node 0 (1). This shows immediately that the construction of an ROBDD in the worst-case is expensive (unless
P = NP ). However, in practice (especially when applying a suitable variable ordering ≺) the construction of ROBDDs
can be done efficiently. Alternatively, BDDs can be constructed bottom up, too, starting from atomic subformulae step-
wise to increasingly complex sub-formulae of φ, since the application of logical operators (e.g. ∧,∨,¬,⇒,⇔) to combine
formulae to more complex ones can be implemented very efficiently (i.e. in linear or quadratic time in the size of the
BDDs to be combined) as standard BDD graph operations on the the corresponding BDDs.
Interestingly, BDDs are very rich structures for storing semantic information about the input formulae φ: in the propo-
sitional case, paths from the root to the 1 leaf node compactly represent all models of φ (wrt. to the given propositional
signature). Analogously, all pathes from the root to the 0 leaf node capture compactly all counter models for φ, i.e.
interpretation for which φ is not satisfied. Further, if one considers a 1-path as a conjunction of literals and the set of
1-pathes disjunctively combined, then the BDD contains a disjunctive normal form of φ. At the same time, one can di-
rectly interpret the set of 0-pathes in the BDD as a conjunctive normal form for φ. This is promising since proof search
strategies can be implemented on top of BDDs that use either normal form representation. Since tableau methods can
be seen as processes that derive a disjunctive normal form for an input formula φ and resolution methods as processes
that iteratively extend conjunctive normal forms of φ, we expect that techniques from both fields can be considered for
the design of efficient proof search strategies. Further, we believe that BDDs are able to provide a uniform structure that
can be used to realize a variety of reasoning tasks for logics (beyond satisfiability), because they are inherently encode
compactly a lot of semantic (i.e. syntax-independent) information about φ: in the propositional case this is the whole
truth table of φ.
The link to First-order Logics (FOLs) is as well rather straightforward: Let Σ be a first-order signature (including two
0-ary predicates 1 and 0 denoting the respective truth values and a set V of variable names). The set of terms Term(Σ)
is defined as usual as the smallest set containing all variables x ∈ V and is closed under the application of n-ary function
symbols f ∈ Σ to any combination of n terms. The set of atomic formulaeL0(Σ) is defined as the set of expressions that
can be generated from terms by applying any n-ary predicate symbol p ∈ Σ to any combination of n terms. The First-
order Logic L(Σ) over signature Σ is then defined as the smallest set of expression that contains all atomic formulae
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φ ∈ L0(Σ) and is closed under the application of the usual logical junctors ¬,∧,∨,⇒,⇔ as well as the application of
any quantor Q ∈ {∃,∀} to any pair of variable x ∈ V and formula φ ∈ L(Σ).
For the sake of simplicity (and without loss of generality1), we consider here only formulae φ ∈ L(Σ) in universal
prenex form, i.e. have the form φ = ∀x1, . . . , xn.Mφ with Mφ a quantifier free formulae. The described techniques can
be extended to the full language L(Σ) as shown e.g. in [22,9]. For such a φ we construct the Binary Decision Diagram
BDDφ = bdd(Mφ), i.e. a graph (V,E) with vertices v ∈ V and l-labeled edges e = (v, l, v′) ∈ E recursively as
follows:

bdd(ψ) =



({l}, ∅) if ψ = l ∈ {0, 1}
({a, 0, 1}, {(a,+, 1), (a,−, 0)}) if ψ = a ∈ L0(Σ) \ {0, 1}
negbdd(bdd(ψ′)) if ψ = ¬ψ′

conjunctbdd(bdd(ψ′), bdd(ψ′′)) if ψ = ψ′ ∧ ψ′′

disjunctbdd(bdd(ψ′), bdd(ψ′′)) if ψ = ψ′ ∨ ψ′′

implbdd(bdd(ψ′), bdd(ψ′′)) if ψ = ψ′ ⇒ ψ′′

biimplbdd(bdd(ψ′), bdd(ψ′′)) if ψ = ψ′ ⇔ ψ′′

whereby negbdd, conjunctbdd, disjunctbdd, implbdd, biimplbdd represent standard operations to negate BDDs and
to combine BDDs conjunctively, disjunctively, by implication, and biimplication. The resultingBDDφ therefore contains
only nodes that represent atomic subformulae occurring in φ, 1, or 0; atomic subformulae are considered as (unstructured)
propositional letters. For any given φ, BDDφ can be constructed in finite time (and usually very fast). Reduction (wrt.
a fixed order ≺ on atomic formulae in L0(Σ) can be applied as in the propositional case. If BDDφ is considered as a
formula (in the so-called if-then-else or Shannon normal form), then BDDφ is logically equivalent to Mφ.
Clearly, since BDDφ in general contains atomic formulaes with variables, we can not determine the unsatisfiability of
φ directly from the graph structure. However, it is a compact, logically equivalent representation of Mφ that allows to
check (in many practical cases) efficiently for unsatisfiability if no variable were present in φ, or ifMφ contains variables
but is already propositionally unsatisfiable. Hence, the question is how to deal with the variables (and therefore the
quantifiers) in φ = ∀x1, . . . , xn.Mφ which is equivalent to ∀x1, . . . , xn.BDDφ. Here, Herbrand’s theorem [4] provides
the theoretical means to identify the missing piece to devise a proof procedure for FOL, since it allows to reduce FOL
unsatisfiability to unsatisfiability on propositional logic: A formulae of the form φ = ∀x1, . . . , xn.Mφ is unsatisfiable
iff. there exists a k ∈ N and a substitution σ such that (M1

φ ∧ M2
φ ∧ . . . ∧ Mk

φ )σ is a propositionally unsatisfiable
formulae, wherebyM i

φ denotes a ,,new” copy ofMφ where the variables x1, . . . , xn inMφ have been renamed uniquely
to xi

1, . . . , x
i
n such that they do not occur by any other copy M j

φ and xi
k 6= xi

l if xk 6= xl.
Therefore, we can devise a FOL proof procedure by enriching the data structure BDDφ with a search procedure that
attempts to find suitable number of extension step k and ground substitution σ, such that Πk,σ(φ) = (M1

φ ∧M2
φ ∧ . . .∧

Mk
φ )σ can be demonstrated as being unsatisfiable. Since Πk,σ(φ) is propositional and can be efficiently constructed (for

any k) from BDDφ (essentially by application of the standard conjunctbdd operation), the compact representation of
Mφ and the ,,built-in” unsatisfiability check are promising features of BDDs as the basis of a FOL proof procedure. For a
given k (starting with k = 1), the search procedure can try to find a suitable substitution σ that ,,falsifies” (or refutes) the
BDD and iteratively increase the number of required copies k if all possibilities have been explored but turned out to be
unsuccessful. Clearly, blind guessing of candidates σ is absolutely undesirable. As in Semantic Tableau and Resolution,
the proof procedure should take the formulae (and its structure) itself into account and use well-known tools such as
unification and the computation of most general unifiers. Here, BDDs provide again a rich structure and various options
for this specific purpose (even if orderings are not used), such as analysis and elimination of 1-paths or strategies that
work with 0-paths instead. Clearly, the proof procedure is only guaranteed to terminate in the case of an unsatisfiable
formula. For FOL, this can not be changed since the set of satisfiable formulas in FOL is not recursively enumerable.
A straightforward way to apply BDDs to DL reasoning could then be as follows: many DLs can be considered as very
restricted subsets of FOLs, where the syntactic restrictions lead to decidability of fundamental reasoning tasks such as
unsatisfiability of a knowledge base. This even works for very expressive DLs as long as they can be ,,embedded” to FOL.
The main question here is how to achieve the termination of the FOL proof procedure in these cases. Clearly, there are
two parameters to play with: (a) the translation function that embeds a given DL knowledge base into a set of first-order
formulae, and (b) suitable refinements (or restrictions) of the proof search process based on the specific characteristics of
the underlying DL (such as the finite tree model property) or the syntactic structure of the generated set of FOL formulae.
In regard of (b), we are very optimistic, since BDDs can be used to generate some tableau-like as well as some resolution-
like (micro) inference steps (when simplifying the BDD that represent the current state of the proof search), we expect
that certain well-studied techniques can be rebuilt in the BDD framework. At the same time we can exploit in the BDD
framework that it possible to do both at the same time: checking unsatisfiability of a formula (non-existence of consistent
and deductively complete 1-paths) as well as its satisfiability (the presence of a consistent deductively complete 1-path).
Therefore, novel techniques for reasoning (even for very expressive DLs), potentially interweaving both processes can
be designed and investigated thoroughly.

1 Every formulae φ ∈ L(Σ) can be transformed into an equi-satisfiable formula in universal prenex form in polynomial time [19]
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In the past, a few approaches [21,8,22,12] on how to generalize the principles underlying BDDs and OBDDs from
the propositional level to the first-order level have been studied. Each of them could serve as a distinct starting point
for our purposes and will be investigated closely. A brief overview of essential underlying principles is given in [10].
Interestingly, [11] shows theoretically that BDDs and Resolution are fundamentally different techniques for Propositional
Logic, whereby the argument carries over to FOL. Further, [22] discusses the relation of their specific approach to First-
order Semantic Tableaux, and points out the specifically important advantage of the BDD-based method over Semantic
Tableaux which is the property of very compact representations during proof search.
All these approaches target at First-order Logics and therefore at checking for unsatisfiability of an input formula. For
reasoning in DLs, a possible and slightly different approach would be the following: one exploits the rich structure of
BDDs to search for models of an input formula, i.e. to build a model generation procedure based on BDDs. This is
essentially the basic idea underlying the DL tableau procedures (that work on a different representation than BDDs) and
can be expected to simplify termination proofs for all input formulas (e.g. for DLs with the finite model property).
The resulting model generation algorithm will be different from the proposed unsatisfiability checking algorithms for
FOL, since it uses the information that is represented in the BDD in a different way and applies different modifications.
Still, both algorithms can be represented and performed on top of the BDD representation of the input formulae (or
knowledge base). This suggests to study the possibility and efficiency of deductive process that interweave both activi-
ties (i.e. theorem proving and disproving). In consequence, a resulting model generation procedure would be applicable
(when dropping certain DL-specific assumptions) to First-order Logics, too, and potentially result in novel techniques
for model generation for FOLs.

4 Related Work

In the following we briefly discuss approaches that are relevant for DL reasoning and make major use of Binary Decision
Diagrams during the proof search.

The Knowledge Cartographer Approach. The work reported in [5,6,7] takes a purely set-theoretic perspective on DL
reasoning, especially on TBoxes. The underlying idea is simple, yet elegant: Given a DL signature Σ for any inter-
pretation over Σ the universe under consideration is partitioned into a number of non-overlapping sets (so-called atomic
regions). Given any interpretation, the extension (or interpretation) of any concept expression overΣ can be composed by
atomic regions (via set-theoretic union) only. If we consider a given TBox T (as it is common in practical applications),
then the possible partitions of the universe of models of T are often restricted severely (in comparison to the partitions
for arbitrary interpretations) and the number of atomic regions decreases drastically. Hence, if n is the number of atomic
regions, then any concept expression can be identified with an n-dimensional bit vector in Bn (the so-called signature).
The base vectors of the canonical basis of Bn represent the atomic regions themselves. Since concept are constructed
essentially by means of set-theoretic operations, the most important (yet simple) concept constructors (such as u,t,¬)
can be very efficiently mapped (and implemented) by means of bit-operations on signature. Important semantic tests
between concept expressions can be check by simple comparison of the bit vectors (that are linear in the size n of the
bit vectors), e.g. concept C1 is subsumed by concept C2 if for the corresponding signatures (or bit vectors) it holds that
sig(C1) ≤ sig(Cn). However, in the worst-case the required length n of the bit vectors is exponential in the size of the
signature. The key problem in this approach is to determine needed atomic regions for a given signature Σ and TBox T .
Ordered BDDs are taken as an efficient means for computing the signatures that need to be considered for a given TBox
T . In this sense, T is compiled in a preprocessing step into a semantic data structure that later on simplifies particular
semantic checks, such as concept subsumption. The approach is defined for a restricted subset of the DL ALC and can
not deal with arbitrary concept descriptions for ABox queries. The reported evaluation results seem to indicate superior
performance over state-of-the-art systems, especially in the presence of ABoxes of significant size. One has to keep in
mind here, that the a system for a rather limited DL is compared against more general DL system. Further, the performed
result are not well documented and do not give a clear indication of scientific significance of measured experiment.

A BDD-based calculus for Reasoning in the Modal Logic K. Very recently [20] proposed a novel satisfiability check-
ing procedure for formulae in the basic modal logic K. It has been reported that a corresponding implementation is
competitive or even superior to existing highly-optimized modal reasoning systems for certain knowledge bases (KB). In
particular, for formulae that require extensive modal reasoning, the method seems to perform very well. The authors note,
that the method can be extended to the multi-modal logic K(m). Since K(m) can be considered as a syntactic variant of
the description logic ALC [25] (where m corresponds to the number of role names in the underlying DL signature), the
proof procedure is suitable for reasoning with the non-trivial DL ALC, too. It is not clear to what extent it is possible to
transfer the approach to other more expressive DLs than ALC. Further, testing satisfiability of a formula wrt. to back-
ground knowledge is not covered in [20].

In contrast, to these specific related BDD-based techniques the approach that we propose addresses DL reasoning by
refinement and tailoring of BDD-based calculi for a logic that is more expressive than many expressive DLs, namely
First-order Logic. It has therefore inherently the advantage to be applicable to a wide range of expressive DLs, that go
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beyond ALC. Further, it has the potential to support expressive extensions of DLs that result in undecidable yet empiri-
cally still tractable knowledge representation frameworks. We expect that major elements of the Knowledge Cartographer
approach naturally arise in our framework and allow to related both approaches on a more detailed technical level.

5 Conclusions & Future Work

We have proposed to investigate the use of BDDs and their manifold variants and extensions as a fundamental framework
for realizing well-known reasoning tasks, in particular for expressive DLs. BDDs are very rich structures capturing a
variety of useful information that can be exploited by inference calculi during proof search. We are especially interested
in investigating and refining BDD-based calculi that have been proposed for First-order Logics a couple of years ago.
Since there are various different ways of using BDDs to design new inference calculi and numerous variants of the BDD
data structure, we expect that BDDs give us sufficiently many options for our investigation and gives enough room to
come up with useful novel inference techniques. Using the approach of refining FOL techniques naturally enables us
to cope with various expressive DLs (such as the ones underlying the Web Ontology Language (OWL) in version 1.0
(SHOIN (D)) and version 1.1. (SROIQ [15], with extensions for metamodeling and n-ary datatypes). Further, the
investigation of the behavior of the developed methods for certain tractable subsets of such DLs (e.g. the ones discussed
in OWL 1.1 language proposal2) is certainly desirable.
We expect that the proposed research agenda helps to evolve the state-the-art in the field of Description Logic reasoning
by (i) extending the available machinery of tools for reasoning in expressive DLs by distinctively novel methods and
(ii) by provision of a deep understanding of the strengths and potential weaknesses of the developed novel methods.
Our ultimate aim is to design techniques to help to increase the possible range of applications of DLs for knowledge-
based and intelligent systems. As far as possible, we aim to identify potential extensions to existing DL-based knowledge
representation frameworks to make them more expressive for applications while still staying in an empirically tractable
framework. This is well in line with the needs of advanced applications of DLs as is has been discussed in [14]. Technical
details of a BDD-based inference calculus for ALC are subject to an upcoming paper. In all approaches to BDD-based
FOL proof procedures that we are aware of, specific means of equality reasoning or reasoning with of concrete data-types
have not been studied yet. However, this is needed to deal with popular features in expressive DLs such as cardinality
restrictions or concrete domains and it therefore subject of investigation after we are able to deal with ALC. Eventually,
investigations on how to deal with large ABoxes (e.g. provided and managed by a relational database system) and the
integration of rules and rule-based reasoning could complete the outlined research project along dimensions that are
currently observable as main lines of research in the DL field.
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Abstract. The Semantic Web Services initiatives are aiming to develop auto-
matic and dynamic solutions for the semantically described Web services dis-
covery, invocation and execution. The automation of all this activities is possible
only if both the requestor and the provider of a service are semantically describ-
ing the requested and the provided functionalities, as well as the behavior they
are going to have during the service’s invocation. However, several mismatches
may occur, on several levels: data, process or functionality. This paper is focusing
on overcoming the process heterogeneity problems, from the processes compati-
bility point of view.

1 Introduction

An intense research activity regarding Semantic Web services has been going on during
the last years. But only the semantic descriptions attached to data or to the Web services
deployed using todays technologies does not solve the heterogeneity problems that may
come up due to the distributed nature of the Web itself. As such, the heterogeneity ex-
isting in representing data and processes or in the multitude of choices in representing
the requested and the provided functionalities, and in the various forms of the commu-
nication patterns (public processes) are problems that have to be solved before being
able to fully benefit of the semantic enabled Web and Web services. Considering that
these problems can not be avoided, dynamic mediation solutions that fully exploit the
semantic descriptions of data and services are required.

As mediation is a rather broad and well-studies field at both semantic ([8], [2]) and
non-semantic level ([6], [5]), this paper focuses further on only a subset, namely on
process mediation in the context of Semantic Web services.

The discussion is held in the context of Web Service Modeling Ontology (WSMO)1

[4], [3], a framework that offers all the necessary instruments to semantically describe
the Web services and all the related aspects. One of the main reasons in choosing
WSMO as the semantic framework for Web services is that it realizes the importance of

? The work is funded by the European Commission under the projects ASG, DIP, enIRaF, In-
fraWebs, Knowledge Web, Musing, Salero, SEKT, Seemp, SemanticGOV, Super, SWING and
TripCom; by Science Foundation Ireland under the DERI-Lı̀on Grant No.SFI/02/CE1/I13;
by the FFG (̈Osterreichische Forschungsförderungsgeselleschaft mbH) under the projects
Grisino, RW2, SemBiz, SemNetMan, SeNSE, TSC, OnTourism.

1 The author has been an active member of the WSMO working group since 2004
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mediators and treats them as first class citizens. WSMO offers specific means to seman-
tically describe concrete mediation solutions and to directly refer to them when needed
(e.g. from ontologies or Web services).

This paper is further structured as follows: Section2 presents the addressed prob-
lem, while Section3 provides an overview of the current state of the art in the field,
illustrating how the approach further described in the paper is different, and what are
its advantages. The expected contribution and the research methodology followed are
presented in Section4 and Section5 respectively. Section6 concludes the paper.

2 Problem Definition

By process mediation we understand the action of overcoming the heterogeneity prob-
lems between two processes involved in a collaborative task (that is, one process is
generating information needed by the other process). What this thesis is focusing on is
finding technologies and developing tools that would allow two processes to interact,
even if this interactions is not a straight-forward one.

Consider for example that one of the processes expects (from the environment) cer-
tain information in order to continue its execution. On the other hand, the other process
is going to generate the needed information, but in different format, order, or in terms
of a different ontology. As all the information needed by the first process exists, the
process mediator will have to ensure that the data, as generated by the second process,
is transformed in order to match the first process’ needs.

3 State of the Art Overview

Process mediation is still a poorly explored research field, in the context of Seman-
tic Web Services. The existing work represents only visions of mediator systems able
to resolve in a (semi-) automatic manner the processes heterogeneity problems, without
presenting sufficient details about their architectural elements. Still, these visions repre-
sent the starting points and valuable references for the future concrete implementations.

Two integration tools, Contivo2 and CrossWorlds3 seemed to be the most advanced
ones in this field.

Contivo is an integration framework which uses metadata representing messages
organized by semantically defined relationships. One of its functionalities is that it is
able to generate transform code based on the semantic of the relationships between
data elements, and to use this code for transforming the exchange messages. However,
Contivo is limited by the use of a purpose-built vocabulary and of pre-configured data
models and formats.

CrossWorlds is an IBM integration tool, meant to facilitate the B2B collaboration
through business processes integration. It may be used to implement various e-business
models, including enhanced intranets (improving operational efficiency within a busi-
ness enterprize), extranets (facilitating electronic trading between a business and its

2 http://www.contivo.com/
3 http://www.sars.ws/hl4/ibm-crossworlds.html
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suppliers) and virtual enterprizes (allowing enterprizes to link to outsourced parts). The
draw-backs of this approach is that different applications need to implement different
collaboration and connection modules, in order to interact. As a consequence, the inte-
gration of a new application can be done only with additional effort.

Important results are expected from a newly started European project, SUPER4

which aims to enhance widely accepted business processes industrial standards with
semantic, and to provide a comprehensive tools stack in order to support the entire life-
cycle of semantically described business processes. It is exactly the outputs of this type
of initiatives the process mediator designed in this thesis is able to act upon.

Through our approach we aim to provide dynamic mediation between various par-
ties using WSMO for describing goals and Web Services. As described in this paper
this is possible without relying on any hard-coded transformations.

4 Expected Contribution

The main expected results of the research carried out are as follows:

– formalization of a set of solvable mismatches - the process mediation can not aim
at solving any type of mismatches that can occur during the inter-operation of two
processes independently designed, but only of a sub-set; that is, some restriction
have to be imposed, for example that all the needed information is provided;

– formalization of a set of unsolvable mismatches - this set is useful for determining
in a timely manner whether two processes can not inter-operate;

– implementation of a prototype able to overcome the solvable mismatches.

The achievement of these goals will represent a step-forward for the process medi-
ation from two perspectives: firstly, from the process representation perspective, none
of the current approaches is addressing the semantically described process mediation,
which considering the emergence of semantic technologies is nowadays an important
aspect; secondly, this type of process mediation will boost the semantic Web service
invocation technologies, as the automatic invocation of such a service is due to fail as
soon as an inconsistency between the service’s and the requestor’s behavior occurs.

5 Research Methodology

The following steps need to be taken in solving the addressed problem: a)identification
of solvable and unsolvable mismatches, b)formalization and resolution of the mis-
matches and c) prototype implementation. The focus of the research was so far in iden-
tifying an initial set of solvable and unsolvable mismatches, and in the development of
a prototype able to cope with the solvable mismatches. On the other hand, formalizing
the mismatches was not address yet, being still an important open issue.

4 http://www.ip-super.org/
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The first step in achieving the goals is the identification of solvable and unsolvable
mismatches. Although in the beginning this identification was based strictly on theoreti-
cal assumptions and toy use-cases, the set has been extended based on the real use-cases
obtained from several European and Austrian research projects5.

A list containing the initial set of resolvable mismatches that the process mediator
intends to address is provided below.

Stopping an unexpected message(Figure1. a)): in case one process generates some
information that the other one does not want to receive, the mediator should just
retain and store it. This information can be send later, if needed, or it will just be
deleted after the communication ends.

Inversing the order of messages(Figure1. b)): in case one of the processes generates
the information in a different order than the one the other process wants to receive.
The messages that are not yet expected will be stored and sent when needed.

Splitting a message(Figure1. c)): in case one of the processes sends in a single mes-
sage multiple information and the other one expects to receive it in different mes-
sages.

Combining messages(Figure1. d)): in case one of the processes expects a single mes-
sage, containing information sent by the other one in multiple messages.

Sending a dummy acknowledgement(Figure1. e)): in case one of the processes ex-
pects an acknowledgement for a certain message, and the other partner does not
intend to send it, even if it receives the message.

Fig. 1:Addresses Mismatches

Similarly, a set of unsolvable mismatches has been determined; due to space limita-
tions they are not presented in this paper. For a detailed description of these unsolvable
mismatches please see [1].

By combining several types of solvable mismatches previously presented more
complex mismatches can be successfully solved. However, a combination of solvable
mismatches with one or more unsolvable ones leads to more complex unsolvable mis-
matches.

A process mediation prototype able to cope with the solvable mismatches has been
already developed. It is able o parse processes semantically described using Web Ser-
vice Modeling Language (WSML6) and to deal with the heterogeneity problems pre-
viously presented. In case the two processes use different underlying ontologies the

5 Two of the most illustrative projects from this point of view are SUPER and SemBiz
6 http://www.wsmo.org/wsml
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services of a data mediator for mapping between the ontologies (like the one described
in [7]) are needed. A complete description of the algorithm implemented by this proto-
type, as well as its architecture is presented in [1].

6 Conclusions

This thesis is addressing the process mediation in a semantic environment. This is cur-
rently an important aspect, as the semantic description of services and service requests
does not consist only of data expressed using ontologies, but also of semantically de-
scribed processes. This thesis aims to develop a set of general methodologies for iden-
tifying and solving heterogeneity problems that may appear between semantically de-
scribed processes.

A direct application is solving the heterogeneity problems that may occur during
the invocation of a service, considering that both the invoker and the service have well
defined interfaces defining their behaviors, and that they are not going to adjust these
behaviors according to their conversation partner.

The prototype that is going to be delivered with this thesis implements dynamic
techniques able to detect and overcome on the fly (during run-time) the mismatches
existing between given semantically described processes.
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Abstract. We will investigate scalable algorithms for automated Semantic Web
Service Composition (WSC). Our notion of WSC is very general: it allows the
generation of new constants by Web service outputs; the composition semantics
includes powerful background ontologies; and we use the most general notion
of matching, partial matches, where several services can cooperate each cover-
ing only a part of a requirement. Herein, we define a first formalism. We show
that automatic composition is very hard: even testing solutions is Π2

p -complete.
We identify a special case that covers many relevant WSC scenarios, and where
solution testing is only coNP-complete. While coNP is still hard, in the area of
planning under uncertainty, scalable tools have been developed that deal with
the same complexity. In our next step, we will adapt the techniques underlying
one of these tools to develop a scalable tool for WSC. In the long term, we will
investigate richer formalisms, and accordingly adapt our algorithms.

1 Introduction

In any task that involves automatic processing of Web services, one needs support for
background ontologies. In the case of WSC, almost all existing solutions compile the
problem into AI Planning formalisms. The motivation is that planning tools have be-
come many times more scalable in recent years, through the use of heuristic functions
and other search techniques, e.g. [8]. The problem here is that those tools cannot handle
background ontologies. The following example illustrates the importance of those:
Example 1. A service shall be composed that inputs a constant of concept A, and out-
puts one of concept C. (E.g., A may be a trip request and C a ticket.) The ontology de-
fines the concepts A, B, B1, . . . , Bn, C, and states that each Bi ⊆ B, and

⋃n
1 Bi ⊇ B.

(E.g., B may be a geographical region and the Bi its parts.) An available service wsAB

transforms A into B, and for each i an available service wsBiC transforms Bi into C.
A solution first applies wsAB , and then applies the wsBiC in conjunction.

In Example 1, reasoning over the background ontology is necessary to (1) under-
stand which services can be used, and to (2) test whether a given composition is actually
a solution. Such reasoning can be modelled through the background theories explored
in some planning works, e.g., [4, 6]. However, incorporating this notion into the modern
scalable planning tools poses serious challenges, and has not yet even been tried. Due to
the background theory, even computing a state transition – which is now a form of be-
lief revision – is a computationally very hard task. The existing planning tools dealing
? Ph.D. Supervisor
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with background theories, e.g., [4, 6], map the problem into generic deduction, which
is well known for its lack of scalability. The existing planning tools dealing with WSC,
e.g., [9, 2], ignore the ontology and assume exact matches. In Example 1, this would
require B = Bi instead of B∩Bi 6= ∅. Obviously, this renders the example unsolvable.

We identify an interesting special case of WSC. We exploit the fact that Web ser-
vices may output new constants.1 Now, if all ramifications of a Web service concern
only propositions involving at least one new constant, then a belief revision is not nec-
essary. We term this special case WSC with forward effects: the effects are “forward”
in the sense that no backwards-directed belief revision is necessary. E.g., the services in
Example 1 have forward effects. The same holds for many WSC scenarios from the lit-
erature, and from real case studies. A simple example is the wide-spread “virtual travel
agency”, where Web services must be linked that book travel and accommodation, gen-
erating new constants corresponding to tickets and reservations.

We introduce a framework for planning with background theories.2 We show that
testing whether an action sequence is a solution – solution testing – is Πp

2 -complete in
general, but only coNP-complete with forward effects. Of course, coNP is still hard.
However, planning under uncertainty has the same complexity of solution testing, and
scalable tools for this case have already been developed. Adapting them for WSC with
forward effects will be our next step. In particular, the Conformant-FF tool [7] is based
on CNF reasoning, which can be naturally extended to our setting.

Section 2 introduces our formalism, Section 3 discusses forward effects. Sections 4
provides some details regarding our future developments, Section 5 concludes.

2 WSC with Partial Matches

The (planning) terminology of our formalism corresponds to WSC is as follows. Web
services are planning ”operators”; their input/output behaviour maps to input/output
parameters on which preconditions and effects are specified [1, 3, 5]. The background
ontology is the background ”theory”. The precondition in the goal is equivalent to sets
of ”initial literals” and ”initial constants”. The effect in the goal is the ”goal condition”.

We assume supplies of logical predicates p, q, variable names x, y and constant
names a, b, c, d, e; (ground) literals are defined as usual. For variables X , LX is the
set of literals using only variables from X . We write l[X] for a literal l with vari-
able arguments X . For a tuple C of constants substituting X , we write l[C/X]. In
the same way, we use the substitution notation for any construct involving variables.
Positive ground literals are propositions. A clause is a disjunction of literals with uni-
versal quantification on the outside, e.g. ∀x.(¬p(x) ∨ q(x)). A theory is a conjunc-
tion of clauses. An operator o is a tuple (Xo, preo, Yo, effo), where Xo, Yo are sets
of variables, preo is a conjunction of literals from LXo , and effo is a conjunction of
literals from LXo∪Yo . The intended meaning is that Xo are the inputs and Yo the out-
puts, i.e., the new constants created by the operator. For an operator o, an action a
is given by (prea, effa) ≡ (preo, effo)[Ca/Xo, Ea/Yo] where Ca and Ea are vectors

1 Namely, the outputs model the generated data.
2 [10] defines a similar WSC formalism, but considering plug-in matches and restricting the

background theory, instead of the service effects, to obtain efficiency.
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of constants; for Ea we require that the constants are pairwise different. In this way
”operators” are Web services and ”actions” are service calls. WSC tasks are tuples
(P, T ,O, C0, φ0, φG). Here, P are predicates; T is the theory; O is a set of operators;
C0 is a set of constants, the initial constants supply; φ0 is a conjunction of ground liter-
als, describing the possible initial states; φG is a conjunction of literals with existential
quantification on the outside, describing the goal states, e.g., ∃x, y.(p(x) ∧ q(y)).3 All
predicates are from P , all constants are from C0, all constructs are finite.

Assume we are given a task (P, T ,O, C0, φ0, φG). States in our formalism are pairs
(Cs, Is) where Cs is a set of constants, and Is is a Cs-interpretation, i.e., an interpre-
tation of all propositions formed from the predicates P and the constants Cs. We need
to define the outcome of applying actions in states. Given a state s and an action a, a
is applicable in s if Is |= prea, Ca ⊆ Cs, and Ea ∩ Cs = ∅. We allow parallel ac-
tions. These are sets of actions which are applied at the same point in time. The result
of applying a parallel action A in a state s is res(s,A) :=

{(C ′, I ′) | C ′ = Cs ∪
⋃

a∈A,appl(s,a)

Ea, I ′ ∈ min(s, C ′, T ∧
∧

a∈A,appl(s,a)

effa)}

Here, min(s, C ′, φ) is the set of all C ′-interpretations that satisfy φ and that are minimal
with respect to the partial order defined by I1 ≤ I2 :iff for all propositions p over Cs, if
I2(p) = Is(p) then I1(p) = Is(p). This is a standard semantics where the ramification
problem is addressed by requiring minimal changes to the predecessor state s [11]. A
is inconsistent with s iff res(s,A) = ∅; this can happen in case of conflicts. Note that
res(s,A) allows non-applicable actions. This realizes partial matches: a Web service
can be applied as soon as it matches at least one possible situation.

We refer to the set of states possible at a given time as a belief. The initial belief is
b0 := {s | Cs = C0, s |= T ∧ φ0}. A parallel action A is inconsistent with a belief
b if it is inconsistent with at least one s ∈ b. In the latter case, res(b, A) is undefined;
else, it is

⋃
s∈b res(s,A). This is extended to action sequences in the obvious way. A

solution is a sequence 〈A1, . . . , An〉 s.t. for all s ∈ res(b0, 〈A1, . . . , An〉) : s |= φG.
When assuming fixed arity – a constant upper bound on the arity of all variable

vectors (e.g., used in predicates) – transformation to a propositional representation is
polynomial. Even in this case, solution testing is Πp

2 -complete in WSC. Further, we
have proved that polynomially bounded solution existence is Σp

3 -complete.

Theorem 1 (Solution testing in WSC). Assume a WSC task with fixed arity, and
a sequence 〈A1, . . . , An〉 of parallel actions. It is Πp

2 -complete to decide whether
〈A1, . . . , An〉 is a solution.

3 Forward Effects

The high complexity of WSC motivates the search for interesting special cases. As
stated, here we define a special case where every change an action makes to the state
involves a new constant. A WSC task (P, T ,O, C0, φ0, φG) has forward effects iff:

3 The existential quantification is needed to give meaning to the creation of new constants.
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– For all o ∈ O, and for all l[X] ∈ effo, we have X ∩ Yo 6= ∅. In words, the variables
of every effect literal contain at least one output variable.

– For all clauses cl[X] ∈ T , where cl[X] = ∀X.(l1[X1]∨· · ·∨ln[Xn]), we have X =
X1 = · · · = Xn. In words, in every clause all literals share the same arguments.

The set of all such tasks is denoted with WSC|fwd. The second condition implies that
effects involving new constants can only affect literals involving new constants. Given
a state s and a parallel action A, define res|fwd(s,A) :=

{(C ′, I ′) | C ′ = Cs ∪
⋃

a∈A,exec(s,a)

Ea, I ′|Cs
= Is, I

′ |= T ∧
∧

a∈A,exec(s,a)

effa}

Here, I ′|Cs
denotes the restriction of I ′ to the propositions over Cs.

Proposition 1 (Semantics of WSC|fwd). Assume a WSC|fwd task, a state s, and a
parallel action A. Then res(s,A) = res|fwd(s,A).

Hence, the action semantics becomes a lot simpler with forward effects, no longer
needing the notion of minimal changes with respect to the previous state. We get:

Proposition 2 (Solution testing in WSC|fwd). Assume a WSC|fwd task with fixed
arity, and a sequence 〈A1, . . . , An〉 of parallel actions. It is coNP-complete to decide
whether 〈A1, . . . , An〉 is a solution.

It is currently an open problem what the complexity of deciding polynomially
bounded solution existence is in WSC|fwd. With Proposition 2, membership in Σ2

p

is easy to see. However, we suspect that the problem is actually coNP-complete. We
have one half of a proof, but some tricky issues must still be resolved regarding the
generation of exponentially many constants.

4 Tool and Language Developments

Our next step will be to develop a tool forWSC|fwd. We focus on achieving scalability:
we expect practical SWS scenarios to involve large sets of Web services, involving
huge search spaces (of partial compositions). We will try to overcome this by designing
heuristic solution distance and search node filtering techniques. Specifically, we will
start from the ideas underlying the Conformant-FF (CFF) [7] planning tool.

CFF represents beliefs in terms of propositional CNF formulas, and uses SAT rea-
soning to test solutions. We will adapt this to our purposes, simply by adapting the
generation of the CNFs. Note that this is possible only in WSC|fwd, not in WSC, for
complexity reasons. CFF also introduces heuristic and filtering techniques, based on
an abstraction of the planning problem. Namely, for each belief CFF computes an ab-
stract solution using approximate SAT reasoning, and then uses the abstract solution
to inform the search. We will apply the same principle for WSC|fwd. This will differ
from CFF in the different structure of our CNFs, necessitating different approximate
reasoning, and in that we will explore typical forms of background theories (e.g., sub-
sumption hierarchies) to obtain better distance estimates. Further, in difference to us,
CFF (and indeed every existing planning tool) does not allow the generation of new
constants. We will devise new heuristics for dealing with this. Note that this is critical:
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as already indicated, exponentially many constants may be generated in general, so one
needs heuristics identifying which are important. Those heuristics need to be clever: if
they remove too many constants, then the solutions may be cut out; if they remove too
few constants, then the search space may explode.

In the long term, our line of research will be to incrementally enrich the language
our tool accepts, accordingly adapting the algorithms. For a start, some generalisations
of WSC|fwd are possible without losing Proposition 1. Most importantly, instead of
requiring that every effect literal involves a new constant, one can postulate this only for
literals that may actually be affected by the background theory. This may be important,
e.g., , for dealing with updates on attributes of existing constants. If such a language
turns out to not be enough for many practical examples, then we will look into how
feasible it is to drop the forward effects restriction and deal with full WSC. Note that,
due to Theorem 1, this would require QBF solving for reasoning about beliefs. We
further plan to investigate into allowing non-deterministic outcomes of Web services.
These would be modelled as operators with lists of alternative effects, each of which
may occur. We expect that we can handle this by appropriately extending the CNF
formulas underlying beliefs, as well as the associated machinery.

5 Conclusion

We have introduced a formalism for WSC, and identified a special case for which no
belief revision is necessary. We will solve some open complexity problems, and develop
a tool inspired from CFF. We will incrementally extend the tool to richer languages.
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Abstract. Despite persisting in popularity, email is still plagued with 
information overload, hindering the workflow of data handled by the user. Just 
as Semantic Web technologies promise to revolutionize the Web, we aspire to 
use the same technology to enhance electronic mail with useful semantics. Thus 
we will tackle one of the largest flaws of the email communication genre - the 
lack of shared expectations about the form and content of the interaction, which 
can be attributed to the lack of explicit semantics covering context and content 
of exchanged messages. Earlier research showed that email content can be 
captured by applying speech act theory. We will refine and extend this work to 
develop an email speech act ontology and outline a non-deterministic model 
that predicts the user’s best course of action upon sending or receiving an email.  

Keywords: Email, Speech Act Theory, Metadata Extraction, Semantic Web. 

1   Introduction 

Email persists as on of the top features of the internet. Studies on lexical densities 
of email discourse showed [1] that despite being a written form of communication, 
email texts are closer to spoken rather than written discourse. Email has been 
regarded as a new genre [2], where a genre is a patterning of communication which 
structures communication by creating shared expectations about the form and content 
of the interaction, thus easing the burden of production and interpretation [3]. Email 
workflow is very inefficient because it lacks these shared expectations on how and 
when the exchanged information is to be acted upon. Processing incoming messages 
is frequently postponed, sometimes indefinitely, due to different priorities [4] or 
because the mental effort required would lead to distraction from other tasks. Whereas 
it should be the email sender’s interest to make any expectations explicit to the 
recipient, the latter frequently ends up having to invest more time to extract and act 
upon implicit expectations. Apart from being subject to misinterpretation, this process 
puts off the recipient from immediately trying to act upon a message. In a nutshell, the 
lesser the effort required out of the recipient, the greater the chance that the sender’s 
expectations are fulfilled in a timely manner.  

Proceedings of KWEPSY2007 Page 31 of 107



2   Background and Related Work 

Speech Act Theory [5] states that in saying something one is doing something, and 
is mainly concerned with the difference between the three meanings of utterances or 
written text: the Locutionary, or literal meaning; the Illocutionary, or the social 
function the speaker is performing; and the Perlocutionary, or the result or effect 
produced in the given context. For the speech act ‘Could you please close the door’, 
the Illocutionary force is that the speaker is requesting an action, the Perlocutionary 
force on the hearer means they are expected to close the door, rather than answering a 
question with a yes or no which would be the Locutionary meaning. The theory was 
applied to Email a number of times, in particular for email classification based on the 
sender’s intent [1][2][6], focus detection of threaded email conversations [7], 
predicting actions on email messages [8] and easing task management arising through 
email [9] amongst others. Although these provided promising results, they had a 
serious limitation since the expectations accompanying messages were only guessed 
on arrival, and thus never confirmed by the sender. An email message is frequently 
multi-purpose, realizing several purposes at the same time. Therefore our approach 
goes beyond simple email classification, since we consider specific segments within 
an email and not the email as a whole. Other relevant research work involved the 
introduction and formalization of Semantic Email processes [10]. Based on the 
Semantic Web paradigm this involved exchanging messages having predefined 
intents. One drawback is that users have to resort to predefined templates and this lack 
of flexibility limits the practicality of the approach. Also, average users are not 
willing to migrate from an email system that works to a different email system, even 
if the latter provides less ambiguous dialogue and more efficient results.  

3   Semantically Enhanced Email 

Although email has many weaknesses, it also provides a fundamentally right model 
for a communication system [11]; the major advantages of the model being 
asynchronosity, threading and the fact that it is a command central system. Therefore 
we would like to retain the basic email model, but extend its functionalities by adding 
a semantic layer to the model. In particular, this will clearly state the otherwise 
implicit intents and expectations associated with speech acts in a message. We believe 
that by making this information explicit, the user is aided with the exchange of 
information. As a result email’s disconnected workflow becomes more efficient. By: 

• Fine-tuning existing email speech act taxonomies presented in earlier work 
[6] and creating our own email speech act ontology;  

• Outlining a predictive model for illocutionary and perlocutionary reactions 
attributed to speech acts in email messages; 

• Applying the results within extensions to popular email clients capable of 
capturing and embedding semantic information in exchanged messages ; 

we aspire to achieve this scenario and thus substantially reduce the occurrence and 
consequences of the given problems. In this paper, we are mainly concerned with the 
first two steps and we will elaborate on our ideas in the coming sections.  
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3.1   Email Speech Act Ontology 

Our ontology is a refinement and extension to an existing taxonomy [6], which 
regarded speech acts as conjunctions of various Verbs and Nouns as a pair (v-n). By 
including further parameters in our speech act model, we believe that our ontology is 
much more powerful than any of its predecessors. In particular, we directly addressed 
our main concerns: the intents and expectations accompanying speech acts – by 
including specific parameters in the model. This is reflected in Our verb hierarchy in 
Fig. 1, which differs between the two most basic verb roles at the highest level: 
Initiative, initiating a conversational thread; or Continuative, continuing an earlier 
conversation. The roles are then refined into Requestive, when something is being 
requested out of the recipient e.g. ‘Can you go to the meeting?’; Informative, when 
the act is not in response to any request and requires no further dialogue e.g. ‘I’m 
going to the meeting’; and Responsive, when satisfying a former request e.g. ‘Yes I 
will go to the meeting’. The Imperative role is both a requestive and an informative 
since its behavior corresponds to both definitions above, e.g. ‘Go to the meeting’. The 
four end verbs can manifest particular roles in particular situations. Whereas Request 
and Decline perform a requestive and responsive role respectively, Deliver can double 
for two roles: ‘Here is the requested file’ is Responsive whereas if the file wasn’t 
requested it is Informative. Commit is yet more versatile and can manifest all roles.  

 
Fig. 1. Speech Act Verb, Noun and Object 

In our ontology, we categorize the nouns in two major concepts: Data, representing 
something which occurs strictly within the boundary of email and Activity, 
representing something occurring outside the world of email. We extended our speech 
act definition to include a Speech Act Object representing instances of nouns rather 
than subclasses. Modeling the workflow and predictions for multiple verb-object pairs 
can be done by considering the abstract verb-noun pair. Event and Task are Activity 
instances and Information and Resource are Data instances. Previous work differed 
between a speech act requesting permission to attend an event and another requesting 
someone to attend. We think that these speech acts are fundamentally similar, with the 
only difference being whether the recipient or the sender is tied to the activity in the 
request. Speech acts can also have both sender and recipient tied to the activity. We 
therefore extended our speech act definition to also include a Speech Act Subject, 
applicable only to speech acts with Activity nouns, where the subject can be the 
Sender, Recipient, or Both. Given these new parameters we define a Realized Speech 
Act (v-(o)[s]); where o denotes possible noun instances and s denotes the subject of 
activity noun instances if applicable.  
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3.2   Predicting Reactions on a Speech Act 

Table 1. Realized Speech Acts Combinations and Expected Reactions 

 
The intents and expectations around which our ontology is designed correspond to 

the illocutionary and perlocutionary forces of the speech acts respectively. We now 
outline a non-deterministic predictive model to address them. We define the 
Illocutionary Expected Reaction [ERs] as the course of action expected out of the 
speech act sender on sending, and the Perlocutionary Expected Reaction [ERr] as the 
course of action expected out of the recipient on acknowledgment. We categorize 
reactions into Passive and Active reactions. Passive reactions are Expect, where the 
sender expects a response on sending a speech act; and None, where the sender or 
recipient is expected to do nothing on issuing or receiving the speech act. Active 
reactions are Reply, when the recipient is expected to reply on getting a speech act; 
and Perform, for speech acts which demand an Activity, e.g. Task, from the sender or 
recipient on sending or getting a speech act. We apply this predictive model to our 
realized speech act definition as (v-(o)[s]) {ERs} {ERr}, denoting that on sending a 
speech act specific expected reactions for both sender and recipient are generated.   

Not all combinations of the verb-noun pairs in the ontology are relevant. Whereas 
committing to an event makes sense, committing to a resource does not. Table 1 is an 
exhaustive table presenting all relevant speech acts given as the verb-noun pairs, their 
respective noun instances, and their activity subjects if applicable. A brief description 
for each realized speech act is given along the verb role and the expected reactions 
generated for the sender on sending and recipient on acknowledgment. The table 
highlights the fact that one speech-act can serve more than one role and can thus have 
more than one predictive force. If a person A requests another person B to attend to an 
event (Request-Event[Recipient]), then A’s speech act has a requestive role. On 
sending, A expects a response, whereas when reading the email B is expected to 
reply. On the other hand, if A instructed B to go to the event in the first place 
(Commit-Event[Recipient]), the role of the speech act is imperative and therefore 
both informative and requestive. On sending A is expected to do nothing whereas on 
acknowledging the speech act B is expected to perform. 
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4   Future Directions and Conclusion 

We are currently evaluating how well our speech act model fits a real corpus of 
threaded email messages, and how it compares to previous work in [6], by using the 
Kappa statistic to measure human annotator agreement for both models. After 
considering the results, we plan to extend popular Email Clients to enable semantic 
email by providing: semi-automatic content metadata extraction through text 
analytics; context metadata retention through threaded-based email handling; and 
invisible semantic annotation of email (based on our ontology) with such metadata 
through a MIME extension that allows for an RDF content-type in the email headers.  

We believe that the presented models can be a sound basis for achieving our goal: 
improving the data workflow efficiency for the user. Although they are generic 
enough to be applied to other communication media, the problem addressed here 
mostly concerns disconnected workflows – where implicit expectations have a larger 
impact on workflow efficiency. We want to achieve a scenario where email users are 
aided by smarter email clients that predict their actions on the basis of the semantics 
accompanying speech acts in email. The semantic email-aware email client will aid 
the user by autonomously aiding the workflow of personal information generated by 
email. The client will suggest the most appropriate action for speech acts the user is 
creating or acting upon. Rather than going through unread mails, a user will be able to 
periodically check or even be reminded of speech acts they were expected to act upon 
and never did. If supported by personal information management tools, the email 
client might suggest saving a task in a task list once the user commits to it. This 
scenario would improve the overall efficiency of email conversations. 
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1 Introduction

Mainstream research on Description Logics (DLs) usually treats DL knowledge
bases as monolithic structures (cf. [1]). It has been pointed out, however, that
in environments such as Semantic Web, distribution of ontological knowledge
across various sources is expected and accepted [2]. Several use-cases can be
provided for the envisioned distributed ontology environment:

– Two distinct applications may use two different ontologies to refer to the
same concept. Thanks to mapping between these ontologies, association of
these concepts can be derived.

– One particular application (e.g., a semantic annotation of a document) can
use different ontologies to refer to two distinct concepts. These concepts,
may be related by mapping, and so further semantic consequences can be
derived.

– Developers may choose to map from a foreign ontology instead of repeating
a complex description of some concept. Reuse of concepts can be facilitated.

As Kalfoglou et al. conclude in [3], “. . . ontology mapping nowadays faces
some of the challenges we were facing ten years ago when the ontology field was
at its infancy. We still do not understand completely the issues involved.” This
suggests that accomplishing these scenarios is a long-term and incremental task.
In our research, we focus on DLs, a formalism with precise, logical semantics,
with encouraging computational properties and practical reasoner implementa-
tions [1]. Also, the most prominent ontology language suggested by W3C, OWL
Web Ontology Language [4], is derived form DLs.

From the DL point of view, the actual line of research suggests itself:

1. Describe useful syntactic constructs and intuitions behind them.
2. Provide formal model-theoretic semantics for these constructs, yielding a

logic with reasoning tasks such as satisfiability of concepts and entailment
of concept subsumption.

3. Provide reasoning algorithms for the decision tasks.
4. Develop and optimize implementations of reasoners.

Moreover, each time different set of constructs is put together in Step 1, the fol-
lowing steps need to be repeated, in order to investigate properties and practical
usability of thus constructed DL.
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In Step 1, for a start, the existing research on ontology mapping (see [3] for
a survey) can provide us with intuitions and suggest syntactic constructs for
ontology combination. In Step 2, we shall craft formal frameworks that allow
combinations of DL knowledge bases using the syntactic constructs selected in
Step 1. Reasoning algorithms and implementations follow in Steps 3 and 4.

There are several existing approaches. Distributed Description Logics (DDLs)
of Borgida, Serafini and Tamilin [5–7], a framework in which concepts of DL
knowledge bases are associated by so called bridge rules, thus allowing for inter-
ontology subsumption. Grau et. al in [8] combine DL knowledge bases with
E-connections [9], thus allowing for links – inter-ontology role relationships.

It is also noted in [8] that DDLs expose unintuitive behaviour in some situ-
ations as demonstrated therein (see below). We find the idea of inter-ontology
subsumption appealing. We have analyzed the problem mentioned in [8] and
found that it can be “fixed”. We summarize our results below in this paper.

2 Distributed Description Logics

A DDL knowledge bases consist of a distributed TBox – a set of local TBoxes,
each over its own DL language Li – and a set of bridge-rules B between these
local TBoxes. Each of the local TBoxes Ti is a collection of GCIs of the form:
i : C ⊑ D, where the prefix i identifies the TBox the GCI belongs to. Bridge-rules
are of two forms, into bridge-rules and onto bridge-rules:

i : A
⊑
→ j : G , i : B

⊒
→ j : H .

For precise formal semantics of DDLs, please refer to [7]. A particularly attractive
feature of DDLs is that they capture the reuse of concepts between several
ontologies. This combines well with the basic assumption of Semantic web that
no central ontology but many ontologies with redundant knowledge will exist.

In [8], it is noted that certain properties of subsumption relations are not
modeled properly by DDL. This problem is demonstrated by the following ex-
ample that we borrow from [8]. Consider the ontology O:

NonFlying ≡ ¬Flying , Penguin ⊑ Bird ,

Bird ⊑ Flying , Penguin ⊑ NonFlying .

And the distributed counterpart of O, divided into two ontologies A (on the left)
and B (on the right):

NonFlyingA ≡ ¬FlyingA , A : BirdA

⊒
→ B : PenguinB ,

BirdA ⊑ FlyingA . A : NonFlyingA

⊒
→ B : PenguinB .

While Penguin in O is not satisfiable, the corresponding PenguinB in B is. The
problem is that the DDL framework allows an interpretation to associate each
instance x of PenguinB with two distinct elements, say y1 and y2, one instance
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of BirdA and the other one of NonFlyingA, even if BirdA and NonFlyingA are
disjoint. We agree with [8] that it is intuitive to expect that certain relations
among concepts of one ontology propagate along bridge rules. So, we would
expect PenguinB to be unsatisfiable, as it is a “subconcept of two imported
concepts” BirdA and NonFlyingA which in their original ontology are disjoint.

3 Our Contribution So Far

We address the problem outlined above by introducing so called conjunctive
bridge-rules. We use the following syntax (into and onto form respectively):

i :C
⊑
։ j : G , i : D

⊒
։ j : H .

Recall from [7], that distributed interpretation is a tuple I = ((∆I1 , ·I1), . . . ,
(∆In , ·In), r) comprising of local interpretations (∆Ii , ·Ii) for each local TBox
Ti and r(·) =

⋃

i6=j rij(·) interprets the mapping. In addition to the clauses
that formally define the semantics of DDL (please refer to [7]), the semantics of
conjunctive bridge-rules is given by the following two clauses:

1. I |=d i :C
⊑
։ j : G if for each i : D

⊑
։ j : H , rij

(

CIi ∩ DIi
)

⊆ GIj ∩ HIj ,

2. I |=d i : C
⊒
։ j : G if for each i : D

⊒
։ j : H , rij

(

CIi ∩ DIi
)

⊇ GIj ∩ HIj ,

where I |=d R is to be read I satisfies the bridge rule R.
Our choice of adding new kind of bridge-rules instead of replacing the old

semantics by the new one is to underline that both kinds can co-exist and be
used according to the intentions of the ontology editor. We continue with charac-
terization of conjunctive bridge-rules. First, they are stronger than the original
form in a sense: the semantic condition imposed by a bridge-rule of the original
form is also imposed by the corresponding conjunctive form.

Theorem 1. Given a distributed TBox T with a set of bridge-rules B and some

local TBoxes Ti and Tj such that i 6= j and i :C
⊑
։ j : G ∈ B (i : C

⊒
։ j :

G ∈ B), for each distributed interpretation I such that I |=d T it holds that
rij

(

CIi

)

⊆ GIj (rij

(

CIi

)

⊇ GIj ) respectively.

Next theorem shows that choosing conjunctive bridge-rules solves the problem
outlined by the example above.

Theorem 2. Given a distributed TBox T with a set of bridge-rules B and some

local TBoxes Ti and Tj such that i 6= j, if for some n > 0 the bridge-rules i :C1

⊑
։

j : G1, . . . , i :Cn

⊑
։ j : Gn are all part of B then for every distributed interpreta-

tion I such that I |=d T it holds that rij

(

(C1 ⊓ · · · ⊓ Cn)Ii

)

⊆ (G1 ⊓ · · · ⊓ Gn)Ij .

Likewise, if for some n > 0 the bridge-rules i : C1

⊒
։ j : G1, . . . , i : Cn

⊒
։ j :

Gn are all part of B then for every distributed interpretation I such that I |=d T

it holds that rij

(

(C1 ⊓ · · · ⊓ Cn)
Ii

)

⊇ (G1 ⊓ · · · ⊓ Gn)
Ij .
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And so, for concepts involved in conjunctive bridge-rules, the intersection is
always “properly related” (subset/superset, w.r.t. the kind of the bridge-rules)
to the image of the intersection of their mapped counterparts. In the example
above, the concept PenguinB is mapped to both BirdA and NonFlyingA which
are disjoint. If we would use conjunctive bridge rules in this example, we would

have PenguinB
IB ∩ PenguinB

IB ⊆ rij

(

BirdA
IA ∩ NonFlyingA

IA

)

, which yields

PenguinB
IB ⊆ rij(∅) and so PenguinB

IB ⊆ ∅. That is, in the distributed knowl-
edge base, the concept PenguinB is unsatisfiable, according to our intuition.

In [5–7] various desiderata for DDLs are stated. These include:

Monotonicity. Bridge-rules do not delete local subsumptions.
Simple subsumption propagation. Combination of into and onto bridge-

rules allows for propagation of subsumption across ontologies. Formally, if

i : C
⊒
→ j : G ∈ B and i :D

⊑
→ j : H ∈ B then T |=d i : C ⊑ D =⇒ T |=d

j : G ⊑ H .

Generalized subsumption propagation. If i : C
⊒
→ j : G ∈ B and i :Dk

⊑
→

j : Hk ∈ B, for 1 ≤ k ≤ n then T |=d i : C ⊑
⊔n

k=1
Dk =⇒ T |=d j : G ⊑

⊔n

k=1
Hk.

These desiderata are satisfied even in the presence of conjunctive bridge-
rules. Moreover, subsumption propagates over conjunctive bridge-rules even for
intersection of concepts, as follows.

Theorem 3. If i : C
⊒
։ j : G ∈ B and i :Dk

⊑
։ j : Hk ∈ B, 1 ≤ k ≤ n then

T |=d i : C ⊑
dn

k=1
Dk =⇒ T |=d j : G ⊑

dn

k=1
Hk.

These results have not been published yet. We have submitted a technical
paper to DL-2007. Other interesting desiderata for DDLs published in [7] include
requirements that local inconsistency does not pollute the entire distributed sys-
tem and that the information flow along the bridge-rules respects the direction
of these bridge-rules (i.e., no information flows the other way). Evaluating con-
junctive bridge-rules with respect to these desiderata is subject to our ongoing
research.

4 Conclusion and Future Work

We decided to pursue research for our Ph.D. dissertation in the area of Dis-
tributed Ontologies based on Description Logics. Several approaches exist in
this field, most notably those of [8], exploiting the E-connections framework,
and those of [5–7] introducing Distributed Description Logics (DDLs). We find
the latter one interesting, since it allows for inter-ontology subsumption – a
notion that combines well with the vision of Semantic Web. However, an unintu-
itive behaviour of DDLs has been demonstrated in [8]. We have found it natural
to start our research, concentrating on this problem. We have figured out that
the semantics of DDLs can be amended to solve this problem. There are several
possibilities to continue with our research:
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– Continue with the evaluation of conjunctive bridge-rules (e.g., with respect
to the remaining desiderata for DDLs.)

– Devising a reasoning algorithm, studying its computational complexity.
– Implementation and practical evaluation. (Depends on the previous item.)
– Exploiting the possibility to combine DDLs with links used in E-connections.

We intend to address these issues in our Ph.D. research. We will continue with the
evaluation of conjunctive bridge-rules first. Also, there is a tableaux algorithm
known for the original DDL framework (see [6, 7]), we will start by checking
whether it can be adopted for conjunctive bridge-rules effectively. We would like
to continue with the complexity analysis next. The last item of the list are very
interesting as well.
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Abstract. The Semantic Web envisions a Web where information is represented
by means of formal vocabularies called ontologies for enabling automatic pro-
cessing and retrieval of information. It is expected that ontologies will be inter-
connected by mappings forming a network topology. Reasoning with such a net-
work of ontologies is a big challenge due to scalability issues. The local model
semantics seems to be a promising approach in this direction that has served as
the basis of several frameworks/distributed languages. The intent of the work
described in this paper is to define a new framework for representing and rea-
soning with interconnected ontologies that will be based on a new language for
representing ontologies and mappings called Distributed Open Answer Set Pro-
gramming (DOASP). DOASP is a syntactical extension of OASP in the direction
of distributedness and its semantics is a combination between the local model se-
mantics and the OASP semantics. The reason for choosing OASP is the emerging
interest in hybrid formalisms for the Semantic Web.

1 Research Context and Problem Statement

While the current Web is only usable by humans, the Semantic Web [1] envisions to
make information processable and services on the Web usable by machines as well.
The main technology for establishing the Semantic Web is the creation of so-called
ontologies, which can be used to represent information and services on the Web. On-
tologies are commonly defined as formal specifications of shared conceptualizations [2,
3] where the sharing aspect is important: ontologies have to be reusable.

This reusability does not mean that on the Web there will be a single ontology
for capturing all the knowledge (not even all the knowledge corresponding to a given
domain); there will be different ontologies that describe the same domain at different
levels of granularity or from different perspectives, or that describe partially overlapping
domains. In order to effectively use such overlapping ontologies one needs a means to
describe the way they are interconnected. In particular, one uses logical axioms called
mappings to relate elements of one ontology to elements of others.

In order to represent such ontologies and mappings, logical languages such as De-
scription Logics (DLs) [4] or Logic Programming(LP) [5] can be used. The usage of
formal languages allows in general for well-defined formal reasoning and thus the nec-
essary automation of tasks such as checking consistency of ontologies. Some popular
languages for representing ontologies anchored in one or both of the mentioned for-
malisms are WSML [6], OWL [7], SWRL [8].
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Description Logics are attractive as the basis for ontology representation formalisms
due to their many different decidable expressive fragments and their suitability for
conceptual modeling as they adopt the Open World Assumption. However standard
DLs lack support for non-monotonicity and have rather rigid constructs for expressing
knowledge. Logic Programming (LP) on the other hand is a knowledge representation
formalism with support for non-monotonic reasoning through the negation as failure
operator. Moreover, the rule-based presentation of LP makes representing knowledge
rather intuitive. A disadvantage of most LP approaches is their Closed World Assump-
tion which is not realistic in an open like the Web, where knowledge is notoriously in-
complete. One approach which tries to reconcile the use of negation of failure with the
Open World Assumption which is characteristic to the Semantic Web is to restrict the
use of negation in the form of so-called negation-as-failure [?]. Other approaches which
try to combine advantages of the DL and LP paradigms are the so-called hybrid repre-
sentation formalisms. Among them is also the language Open Answer Set Programming
(OASP) [9–11] which keeps the rule-based presentation and the nonmonotonic capabil-
ity from LP and drops the closed-domain assumption to allow for open domains as is
the case in Description Logics (and first-order logic).

In the context of interconnected ontologies with mappings, an important factor, be-
sides the syntax and semantics of the specific language(s) used for representing ontolo-
gies, is the choice for a semantics and algorithms for reasoning with the whole network
of ontologies. The simplest approach, also called global semantics is to assume that all
information relevant to a query (i.e., all the relevant ontologies and mappings) is put
together and reasoning is performed as with a local ontology. Such an approach is con-
sidered for example in [12]. While this is a simple approach to deal with interconnected
ontologies, it has some inconveniences: language specificity is constrained (ontologies
and mappings have all to be expressed into formalism(s) which the particular reason-
ing engine supports), and local inconsistency propagates to the whole reasoning space.
Also, computing a global model for the whole reasoning space imposes a heavy com-
putational burden for the inferencing task.

Some existing work from the AI area of contextual reasoning seems to come handy
for reasoning with networks of ontologies. In [13] a semantics called local model se-
mantics, that captures the main intuitions behind context modeling, which are locality
and compatibility, has been introduced. The advantages of this semantics over the sim-
ple approach described above are the possibility of using different local reasoners, thus
also different formalisms for representing ontologies, the possibility to isolate local in-
consistencies, and better scalability. It is common for the systems that implement this
semantics to be based on distributed reasoning procedures.

Current approaches for representing and reasoning with interconnected ontologies
using the local model semantics are based on Propositional Logic [14–17], Default
Logic [18], First Order Logic [19, 20] and Description Logics [21, 22]. As concerns
the reasoning support, propositional multi-context systems were put in correspondence
with bounded modal logic Kn and shown that any contextual satisfiability problem can
be reduced to that of satisfying some formula in Kn whose modal depth is at most equal
to one [15]. Also contextual satisfiability problems were tractably encoded into purely
propositional ones, which enables SAT-based implementations of such systems [14, 16].

Proceedings of KWEPSY2007 Page 42 of 107



DOASP 3

A special case is that of Propositional Logic theories connected by bridge rules in which
negation as failure can appear, the so-called information chain theory [17]. In this case
a solution based on a fix-point operator that computes at each step a chain/anti-chain
pair was devised. An algorithm based on a variation of the Well-Founded Semantics for
Default Logic, WFS2 [23], was devised for reasoning with contextual default theories
[18]. A similar algorithm (in the sense that it isolates local inconsistencies) based on
the stable model semantics was devised for reasoning with ground ASP. A sound and
complete calculus for DFOL based on ML [24] is presented in [19]. A distributed
tableaux reasoning algorithm for DDL that works only for acyclic TBoxes is described
in [25] and [21].

The main goal of the project is, given the advantages of OASP compared to DLs, and
the benefits of the local model semantics, similarly to the extension of the DL semantics
to the interconnected case in [21], to extend OASP to its distributed variant Distributed
Open Answer Set Programming (DOASP). Moreover, I will investigate decidability of
this extended framework (fragments) together with associated reasoning procedures.

2 Objectives and Approach

The main objectives of this work are:

– to define a language based both on LP and DL for representing ontology spaces,
more specifically a distributed version of Open Answer Set Programming, called
Distributed Open Answer Set Programming.

– to provide a declarative semantics for this distributed language in the style of Local
Model Semantics described in [20].

– to design algorithms for reasoning with this language according to the proposed
semantics.

In the following I give a short overview of how each of the precedent issues is/will be
addressed together with corresponding evaluation criteria.

DOASP. Distributed Open Answer Set Programming is a language that extends
Open Answer Set Programming in order to accommodate the representation of context
spaces in accordance with the two principles underlying the notion of context: locality
and compatibility. A context is a set of OASP rules. Every literal has attached the iden-
tifier of the context it is part of. The context of the head of the rule is always the context
the rule makes part from. Rules that contain only literals belonging to the current con-
text are local rules, while those who contain foreign literals in the body are bridge rules.
Thus, it is possible for a bridge rule to connect more than two ontologies, depending on
the number of foreign literals in the body.

Semantics. The semantics for DOASP is a blend between the local model seman-
tics [13] and the OASP semantics. The most straightforward way to define it would
be to simply extend the stable model based semantics of OASP to the distributed case
similarly to the extension of the stable model semantics in the information chain ap-
proach. However, defining the semantics in such a way leads to the propagation of local
inconsistencies, and does not lend itself to distributed reasoning. The possibility to de-
fine the semantics of DOASP similar with the well-founded based semantics defined for
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the information chain approach (the one based on a fix point which iterates over chain,
anti-chain pairs) will be investigated, or furthermore, a para-consistent semantics like
in the case of Con-DL might be considered.

The evaluation will consist in considering several concrete scenarios (DOASP en-
codings of real world situations) in order to justify the intuition behind the new seman-
tics and the utility of the approach.

Algorithms. Most of the DL-based approaches which adopt the local model seman-
tics are able to deal only with very restricted ontology spaces, while the non-monotonic
approaches based on this kind of semantics rely on propositionalization. This, together
with the fact that so far only decidable fragments of OASP were identified [11] without
associated effective reasoning algorithms, points to the fact that the the identification
of such algorithms is a non-trivial task. Note that due to the presence of open domains,
propositionalization cannot be applied (at least, not straightforwardly) for reasoning
with OASP as is commonly done with ASP.

In order to identify practical reasoning algorithms for reasoning with integrating
languages, it is promising to investigate the relation with pure database languages. For
example, in [26] the relation of Open Answer Set Programming with the database
language Datalog LITE was established. Given the close relation of Datalog LITE with
the relational algebra, one could build upon existing database techniques for reasoning
with DOASP. Another direction of investigation is about the possibility of employing
modularity results from the Stable Model Semantics community like splitting sets [27],
Rosati’s weak safeness condition [28], in order to identify what has to be evaluated
together and what can be evaluated separately.

As full-fledged OASP is undecidable, and thus also DOASP, I will start with con-
sidering subsets of the language with reduced expressivity and then incrementally I will
consider more expressive subsets for devising algorithms. As an evaluation criteria, the
algorithms has to be proven as sound and complete.

An orthogonal direction for reasoning is the use of heuristics in order to main-
tain soundness but not necessarily preserving completeness. Performing an exhaustive
search on the Web seems not desirable in many concrete scenarios, so pruning the con-
text space or simplifying it might be an option.

3 Status, Future work

I consider myself to be at the end of the phase of defining the research problem. So
far, the syntax and a declarative semantics for DOASP has been defined. I have been
interested in this topic for around one and a half years. As future work, I plan to follow
the steps mentioned in the previous section.
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1 The research problem

The key theme of our research is the modeling of multi-attribute negotiation scenarios
with the aid of logic languages, going from very simple (and not so expressive) lan-
guages as propositional logic up to more expressive logics, such as Description Logics
(DLs).

The approach to multi-attribute negotiation we are investigating on exploits logic
languages at least in two ways: (1) to model, through an ontology, relations between
attributes to be negotiated and (2) to characterize buyer and seller preferences. Some of
the advantages of such an approach are intuitive: the possibility to model disjontness,
implication, utilities on bundle of issues are all useful in settings where negotiation is
not limited to undifferentiated goods but is based on complex descriptions that require
adequate negotiation mechanisms to produce —in an automated way— fair deals.

The research problem is both challenging and very timely for the Semantic Web ini-
tiative, because of the undeniable importance of e-commerce and negotiation over the
Web and because Description Logics are at the core of Semantic Web languages. In-
deed, many recent research efforts have been focused on automated negotiation in var-
ious contexts, including e-marketplaces, resource allocation settings, online auctions,
supply chain management and, generally speaking, e-business processes. We think that,
as it will be outlined in the next sections, DLs can be the pivotal tool in modeling nego-
tiation mechanisms in the tumultuous Semantic Web arena.

2 The state of art

Automated bilateral negotiation between agents has been widely investigated, both in
artificial intelligence and in microeconomics research communities. AI-oriented re-
search has usually focused on automated negotiation between agents and on designing
high-level protocols for agent interaction. Agents can play different roles: act on behalf
of buyer or seller, but also play the role of a mediator or facilitator. In the following we
give a brief overview of logic-based approaches to automated negotiation, comparing
our approach with existing ones and highlighting differences. In [1] the use of propo-
sitional logic in multi-issue negotiation was investigated, while in [2] weighted propo-
sitional formulas in preference modeling were considered. However, in such works,
no semantic relation between issues is taken into account. In our approach we adopt a
logical theory,i.e., an ontology, which allows onee.g., to catch inconsistencies between
demand and supply, model implication, find out a feasible agreement in a bundle, which
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are fundamental issues to model an e-marketplace. We borrow from [11] the definition
of agreement as a model for a set of formulas from both agents. However, in [11] only
multiple-rounds protocols are studied, and the approach leaves the burden to reach an
agreement to the agents themselves, although they can follow a protocol. The approach
does not take preferences into account, so that it is not possible to guarantee that the
reached agreement is Pareto-efficient. Our approach, instead, aims at giving anauto-
matedsupport to negotiating agents to reach Pareto agreements. With reference to the
work presented in [12], adopting a propositional logic setting,common knowledgeis
considered as just more entrenched preferences, that could be even dropped in some
deals. We adopt aknowledge base, or ontologyT , of formulas which are common
knowledge for both agents, whose constraints must always be enforced in the negotia-
tion outcomes. Moreover we useadditive utilititesover formulas: this allows an agent
to make compensations between its requests and its concessions, while in [12] the con-
cession of a more entrenched formula can never be compensated by less entrenched
ones, no matter how many they are. Finally we devised aprotocol which the agents
should adhere to while negotiating; in contrast in [12] a game-theoretic approach is
taken, presenting no protocol at all, since communication between agents is not consid-
ered. To the best of our knowledge our approach is the first one using DLs to design
a logic-based negotiation mechanism, ensuring a greater expressiveness w.r.t. proposi-
tional logic. Moreover, w.r.t. to non-logic-based approaches, the use of an ontologyT
allows exploiting inference services that are used in the actual negotiation mechanisms.

3 Expected contributions

Bilateral negotiation is a challenging problem, which finds applications in a number
of different scenarios, each one with its own peculiarities and issues. Among others,
the approach can suitably model negotiation in e-marketplaces. Clearly, here we do
not deal with simple marketplaces of commodities and undifferentiated goods, where
only price, time or quantity have to be taken into account. We refer to e-marketplaces
dealing with complex products (e.g., computers, automobiles, houses, and so on) where
both offers/requests are referring to goods/services that cannot be simply described in
a machine understandable way without the help of some Knowledge Representation
(KR) language. When a potential buyer browsese.g., an automobile e-marketplace, she
looks for a car fulfilling her needs and/or wishes, so not only the price is important,
but also warranty or delivery time, as well as look, model, comfort and so on. In such
domains it is harder to model not only the negotiation process, but also the request/offer
descriptions, as well as finding the best suitable agreement. Furthermore preferences
can refer to (1) bundle of issues,e.g., Sports car with navigator packwhere both the
meaning ofsport car andnavigator packare in the ontology; or preferences can be
(2)conditionalones – when issues are inter-dependenti.e., the selection of one issue
depends on the selection made for other issues –e.g., I would like a car with leather
seats if its color is black. In such a cases some kind of logical theory (ontology), able to
let users express their needs/offers, could surely help. Also, when descriptions refer to
complex needs, we should take into account preferences, distinguishing them from hard
mandatory constraints (strict requirements), e.g.,I would like a black station wagon,
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preferably with GPS system1. The possibility to handle some of the above mentioned
issues in some electronic facility may help not only in the discovery/matchmaking stage
of a transaction process, thus selecting most promising counterparts to initiate a nego-
tiation, but also in the actual negotiation stage. Obviously, the one described above is
not the only feasible scenario to apply the approach proposed, since the negotiation
framework we propose is very general and can be applied to many other negotiation
scenarios where resource descriptions have to be modeled through KR languages, as
e.g., in (web)service scenarios.

4 Research methodology

In the early stage of our research we started modeling preferences and goods/services
descriptions using propositional logic. In [6] we presented the theoretical framework,
which makes use of a facilitator to compute, through a one-shot negotiation protocol,
some particular Pareto-efficient outcomes – the ones which maximize the social welfare
and the product of utilities.

Differently from well-known approaches that describe issues as uncorrelated; we
represented buyer’s request, seller’s supply and their respective preferences as formulas
endowed with a formal semantics. By modeling preferences as formulas it is hence
possible to assign a utility value also to a bundle of issues, which is obviously more
realistic than the trivial sum of utilities assigned to single elements in the bundle itself.

Afterward the approach has been extended and generalized and also complexity
issues were discussed [5]: we proved the computational adequacy of our method by
studying the complexity of the problem of finding Pareto-efficient solutions in a propo-
sitional logic setting, in particular we proved that both problems – the one maximizing
the product and the one maximizing the sum of utilities – are NPO-complete prob-
lems. A further improvement has been presented in [9], where we extended the frame-
work, so that it is possible to handle, in a homogeneous setting, both numerical fea-
tures and non-numerical ones. The framework makes possible to formally represent
typical situations in real e-marketplaces such as “if I spend more than 20000e for a
sedan then I want a navigator pack included” where both numerical (price) and non-
numerical (sedan, navigator pack) issues coexist. To this aim we introduceP(N ), a
propositional logic extended withconcrete domains, which allows to: model relations
among issues (both numerical and not numerical ones) via logical entailment:e.g., the
seller can state that if you want a car with a GPS system you have to wait at least
one month: (GPSsystem ⇒ deliverytime ≥ 31); as well as preferences can
involve only numerical ones:e.g., the buyer can state that she would be willing to
spend more than 25000e for a sedan only if there is more than a two years warranty
[(price > 25000) ⇒ (year warranty > 2)].

In the approach we proposed, buyer and seller reveal their preferences to a media-
tor, which compute Pareto-efficient agreements solving a multi objective optimization
problem (MOP). Actually, we solve a multi objective optimization problem as we try to
make buyer and seller equally satisfied, maximizing different utility functions, both of
the buyer and the seller.

1 Strict requirements, in contrast with preferences, are constraints the buyer and the seller want
to be necessarily satisfied to accept the final agreement, while preferences are issues they may
accept to negotiate on.
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In addition to the set of functions to maximize, in a MOP there are also a set of
constraints that have to be satisfied. In our setting, we have three different sets of con-
straints, coming from (1) the ontology, (2)the strict requirements (see Section 3) and
(3) the disagreement thresholds2. The returned solution to the MOP is the agreement
proposed to the buyer and the seller. Notice that a solution to a MOP is always Pareto
optimal.

The negotiation mechanisms described so far model a bargaining scenario where
agents—acting on behalf of buyer and seller—reveal their preferences to a mediator,
which has the burden of collecting information and proposes a fair agreements to both
participants. The intervention of a mediator is due to the fact that usually bargainers
may not want to disclose their preferences or utility function to the other party, but
they can be ready to reveal these information to a trusted automated mediator helping
negotiating parties to achieve efficient and equitable outcomes. Therefore we proposed a
one-shot protocol with the intervention of a mediator suggesting to each participant the
solution which is Pareto-efficient. For what concerns strategy, the players can choose to
accept or refuse the solution proposed by the mediator; they refuse if they think possible
to reach a better agreement looking for another partner, or another shot, or for a different
e-marketplace.

However in some cases it is not possible to rely on a mediator, so a decentralized
approach has to be adopted —instead of a centralized one— where agents negotiate
without the help of a mediator. Obviously, in such cases it can be difficult to design ne-
gotiation mechanism leading to Pareto-efficient agreements [4]. We are currently inves-
tigating some alternative negotiation mechanisms without the presence of a mediator.

The need for more expressive languages to adequately model negotiation frame-
works led us to [7, 8] move from propositional logic to DLs.

We are, to the best of our knowledge, the first ones proposing a DLs-based ap-
proach to model multi-attribute bilateral negotiation. Being, in general, much more ex-
pressive thane.g., propositional logic, DLs allow to model complex preferences on
bundles of interrelated issues and to exploit inference services —such as satisfiability
and subsumption— available in optimized reasoners. Satisfiability is useful to catch in-
consistency between agent’s preferences w.r.t. the ontologyT , i.e., inconsistent goals
cannot be in the same agreement, (e.g., agents cannot agree onA andB at the same
time if in T A is defined as disjoint fromB). Through subsumption it is possible to
discover if an agent’s goal is satisfied by a goal of the opponent’s one even if it does not
immediately appears at the syntactic level.

In [7] we propose a logic-basedalternating-offersprotocol, inspired by Rubinstein’s
one [10]. Our protocol merges both Description Logics formalism and reasoning ser-
vices, and utility theory, to find the most suitable agreements. We have also imple-
mented a prototype to carry out some preliminary experiments with a buyer negotiating
with multiple sellers at the same time, as would be in a real e-marketplace.

In [8] we propose a novel negotiation mechanism designed to model scenario with
fully incomplete information. Actually, while in [7] we consider a scenario withpartial
incomplete information—the agents know the goals (preferences) of the other agents ig-
noring the utility value assigned to them—in [8] we consider agents keeping as private

2 Thresholds are the minimum utility that each agent requires to pursue a deal. Minimum utilities
may incorporate an agents attitude toward concluding the transaction, but also overhead costs
involved in the transaction itself, e.g., fixed taxes.
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information both their goals and their worths [3]. The protocol we propose in [8] is able
to deal with such incomplete information without forcing agents to reveal either their
goals or utility functions, so it suits all scenarios where agents are not willing to reveal
private information or when it is hard to design a truthful revelation mechanism [4].
We prove that the proposed protocol converges if the DL adopted to model buyer’s and
seller’s goals is constrained to satisfy the so-called finite implicants property. Such a
protocol allows agent to use different strategies: we introduce and discuss two possible
strategies, highlighting their properties. We are planning the implementation of a proto-
type and test-beds to numerically evaluate best strategies to adopt w.r.t. the negotiation
mechanism.

5 Conclusion and Future Work

We have presented new approaches to automate logic-based multi-attribute negotia-
tion. The research started from the investigation of propositional logic as a language to
model agent proposals. Propositional logic, equipped with an ontology, allows model-
ing bundle of preferences and implication between them. Differently from well-known
approaches that describe issues as uncorrelated; we represent buyer’s request, seller’s
supply and their respective preferences as formulas endowed with a formal semantics.
By modeling preferences as logical formulas it is hence possible to assign a utility value
also to a bundle of issues, which is obviously more realistic than the trivial sum of util-
ities assigned to single elements in the bundle itself. In the second year of my PhD we
moved to DLs to express agent’s preferences. DLs in fact allow a greater expressive-
ness, remaining decidable. We have studied different negotiation mechanisms with the
presence of a mediator [6, 5, 9] and without a mediator, with partial incomplete infor-
mation [7] or fully incomplete information [8]. For each mechanism we illustrated the
protocol followed by the agents and one or more strategies agents can adopt depend-
ing on the designed protocol. We have also implemented a prototype to carry out some
initial experiments. In future work we are planning to validate our approach with agent-
based simulations, and for the DLs-based frameworks [7, 8] we are also setting up an
analysis of the game theoretic properties, as related properties of the negotiation pro-
tocols (e.g., Pareto-efficiency), equilibrium strategies or properties of the agents (e.g.,
individual rationality).
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1 Problem Definition

Recently, the benefits of modular representations of ontologies have been recognized
by the semantic web community. With the growing utilization of ontologies in almost
all branches of science and industry not only the number of available ontologies has
increased considerably but also many widely used ontologies have reached a size that
cannot be handled by the available reasoners (like the ontology for Diagnoses for In-
tensive Care Evaluation (DICE)), some cannot even be loaded into an standard editor
e.g. the Foundational Model of Anatomy ontology (FMA). When system memory and
computation time cannot be extended anymore the only feasibility to use existing tools
is partitioning of the large ontology into smaller parts. Realization of this divide-and-
conquer approach requires an infrastructure that supports reasoning over a distributed
ontology and partitioning of a large ontology into a distributed ontology.

2 Related Work

The state of the art in ontology engineering is the usage of monolithic ontologies. Large
ontologies are engineered by teams using editors like Protégé [1] with no support for
modularization apart from the “owl:imports” construct that copies all axioms of one on-
tology into another. Maintenance and usage of ontologies is completely centralized in
opposition to the idea of knowledge sharing that initiated the utilization of ontologies.
There are tools for ontology development and a couple of reasoners (RACER [2], PEL-
LET [3]) available but approaches to modular ontologies are still in the fledgling stages.

A modular ontology formalism is defined by every approach of mapping or importing
ontologies because the modules of an ontology can be connected by links or import
declarations.
The only tool that implements a distributed setting for DL i.e. performs reasoning tasks
using different instances of a reasoner for different modules is the tableaux-reasoner
DRAGO [4]. It uses the DL-reasoner pellet [3] and the modular ontology formalism Dis-
tributed Description Logic (DDL) [5]. This reasoner scales reasonably well but the un-
derlying formalism is designed for the integration of existing ontologies. Consequently
global completeness is not a desired feature of DDL as it is for representing an existing
monolithic ontology in a modular form. Nevertheless, this approach provides a good
basis for distributed reasoning in a decompositional setting.
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E-connections [6] were designed for composition, they can be used with the central-
ized DL-reasoner PELLET [3]. Using E-connections for decomposition is implemented
based on conservative extensions [7, 8] in the ontology editor SWOOP [9], but frequently
fails partitioning i.e. the result is very often similar to the original ontology. Using E-
connections with another partitioning algorithm would suffer from the required seman-
tical disjointness of local domains and impossibility to model subsumption links.
Package based description logic [10] uses modularization to enable collaborative devel-
opment of ontologies. This approach is application focussed and provides an editor. It is
structured as hierarchical owl import, extended by visibility management for concepts.
Drawbacks of this approach are its limitation of module relations to owl imports and
restriction to the ALC subset of DL.
Furthermore, some development tools for large ontologies implement ideas of modular-
ization (e.g. “microtheories” of the CYC ontology [11]) but only with hierarchical i.e.
transitive reuse of complete modules and customized for one specific ontology.
Every approach to modular ontologies imposes restrictions on the connections between
modules like using a single link property or not being able to represent concept sub-
sumption. Depending on the application these restrictions are often to strong for infor-
mation preserving modularization of existing ontologies.
A promising reasoning algorithm was proposed independent of research on descrip-
tion logics [12]. This method improves performance of common first order resolution
by partitioning the clauses. Obviously, the approach can be adapted for ontologies, the
performance on description logic will be evaluated. A modification of partition based
first order reasoning for propositional logic in a peer-to-peer setting was implemented
in the SOMEWHERE system. It scales well and provides anytime reasoning but the poor
expressivity limits applicability for DL.

3 Expected Contribution

The contribution of the thesis is an infrastructure for modular ontologies that improves
usability of large1 OWL-DL ontologies, solving the problems mentioned above. In par-
ticular the work will provide

– Representation
– Distributed Reasoning
– Partitioning Algorithms

Representation of modular ontologies includes definition of the connections between
modules and communication protocol. The ontology modules and the links between
them will be formulated in OWL-DL.
Reusing a large ontology usually requires first extracting the symbols and axioms that
are relevant for the reusing application. On a modularized ontology this expensive and
sophisticated extraction process is substituted by the much simpler task of selecting
relevant modules.

1 An ontology is considered “large” if the number of concepts and properties or the complexity
of the structure impedes utilization with state of the art editors or reasoners.
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4 Methodology and Status

Problem Definition. The problem that has to be solved is enabling usage and mainte-
nance of large ontologies which is hardly possible at the moment.
Identification of Criteria for the Solution. Prior to analysing and evaluating the exist-
ing approaches we defined and classified the criteria for a good solution of the problem
i.e. the criteria for a good modular ontology infrastructure [13].
Analysis of other Approaches. Based on the criteria and their importance we are now
analysing the existing approaches guided by a translation of the modular ontology for-
malisms to DL. Now the main weaknesses and difficulties of approaches to modularity
are detected. The results are related to properties of ontologies because performance of
approaches generally depends e.g. on the ontology language or depth of the hierarchy.
Goal Definition. Guided by the analysis of existing approaches and available tools we
defined the part of the problem that will be addressed in the thesis. This goal is an in-
frastructure for modular ontologies that supports distributed reasoning and partitioning.
Evaluation Framework. In order to focus research it is helpful to set up the evalua-
tion at a early stage so it can guide the work. Evaluating the results of this work on
modularization consists of verifying the correctness of the implemented algorithms and
comparing the performance to state of the art centralized and distributed reasoners.
Evaluate other Approaches. After the evaluation is set up existing approaches can be
evaluated to further reveal virtues and drawbacks of design alternatives.
Design. The preceding analysis and clear definition of the goal shows on which formal-
ism the work will be based and which tools are to be reused and extended. The different
parts of the work are listed and related to conclude a plan, that is then carried out.
Evaluation. The last step is evaluation of correctness and performance of the imple-
mentation using ontologies of different size, language, expressivity and density.
Developing complex algorithms is usually an iterative process. Evaluation reveals weak-
nesses and bugs leading one step back to redesigning the algorithm accordingly. Some-
times it may even be necessary to readjust the goals if they turn out to be to hard or are
fully achieved by other implementations.

Problem definition and identification of criteria where carried out within the past nine
month since I started my PhD. Currently I am analysing other approaches and defining
the goal of the thesis.

5 Approach

For the development of an infrastructure for modular ontologies the crucial decision is
on the linking language to be used. To guarantee the right choice we analyse the existing
approaches with respect to their expressivity, tractability and extendability. This analy-
sis is based on a translation of the mapping languages DDL and E-connections as well
as the import approaches P-DL and Semantic Import to common description logic. The
mapping approaches are already translated by their developers [14, 5], we are working
on the translation of import approaches.
The most promising approach though still incomplete is Semantic Import [15], this
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work will be continued in cooperation with the inventors to develop a formalism for
modular ontologies. Representation in DL will presumably reveal that import and map-
ping are semantical equivalent i.e. they can be defined in terms of each other. On the
other hand the differences in expressivity of the different approaches and the corre-
sponding computational properties are much more clear when formulated in DL. Every
approach imposes certain syntactic restrictions on an ontology that is to be converted
to that type of modular ontology. Mainly these are restrictions on the ontology lan-
guage or the mapping/import language. For example local domains must be definable
such that there are no properties connecting elements of different local domains2, or (in
case of E-connections ) these properties cannot be transitive. Modular ontologies are
not formulated in unrestricted DL because it is very hard (maybe impossible) to find
a tractable reasoning algorithm for unrestricted DL in a distributed setting. Especially
the combination of intersecting local domains with the above type of property raises
difficulties. Thus developing a modular ontology formalism inevitably means trading
completeness for tractability. There is not a single formalism that is the right trade-off
for all situations but a set of different formalisms that reflect the relative importance of
completeness vs. tractability. The existing approaches can be viewed as part of this set,
but there are many other restrictions to evaluate on different reasoning tasks for a better
trade-off and to fill the gap for less restricted modular DL.
The second part of the work is the development of a distributed reasoner that can handle
large distributed ontologies. For unrestricted distributed DL we cannot expect to find an
efficient reasoning algorithm, but in some applications for which time is not a sparse
resource even an unefficient satisfyability test would be very helpful.
There are two starting points for developing a global complete distributed reasoner. One
is the reasoner DRAGO [4], a distributed tableaux-reasoner based on the DL-reasoner
PELLET [3]. This reasoner scales reasonably well and is currently the only approach to
actually distributed reasoning. Centralized reasoner inevitably fail on large ontologies
because they cannot even load them. The other starting point to distributed reasoning
are results from distributed first order reasoning [12], the tractability of these methods
on DL will be investigated.
Distributed reasoning trades decreased memory requirements for increased communi-
cation time and some optimization methods that are used in centralized reasoning can-
not be applied to a distributed knowledge base. Hence critical for the performance of
distributed reasoning is the partitioning of the knowledge base because it determines
communication time and the amount of time a module spends waiting for information
from other modules. Effects of the partitioning were not considered for Drago because
it was designed for the composition of existing ontologies. Thus, optimizing the par-
titioning for reasoning with Drago may greatly reduce computation time. Furthermore
the time problem will be addressed by implementing an anytime reasoning algorithm
that considers increasing parts of the modular ontology. In the first step only the current
module is checked for inconsistencies, the next step includes all direct predecessors.
To facilitate application of the developed distributed reasoner we aim at providing it as
plug-in interface for the ontology editor Protégé [1].

2 i.e. property assertions p(x, y), p(x, z) are not permitted if y and z are from different local
domains.
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The first step of the evaluation is verification of the implemented reasoning algorithms
using ontologies that are small enough for existing DL-reasoners to provide reference
for comparision of reasoning tasks. After verification the performance of developed
reasoners will be compared to centralized reasoning and related to the applied restric-
tions. Experiments will be carried out using very large real-life ontologies like the DICE
ontology and the FMA ontology. The time requirements will be compared to those of
Drago and other distributed reasoners that are available in the meantime. Based on this
evaluation it will be decided which of the implemented algorithms provide a reasonable
trade-off between completeness and tractability for what type of ontology.
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1 Main Thesis Focus

The purpose of this document is to give an overview of author’s prospective doctoral
thesis in terms of goals, plans, adopted methodology and current achievements. The
thesis’ general focus is the Semantic Web, AI, automatic ontology acquisition and
reasoning.

When considering ontologies as general knowledge repositories, ideally reflecting
substantial amount of information present on the web, it is obvious that developing
them purely manually is infeasible task not only due to the extensive size of data,
but also due to the highly dynamic nature of the environment. Therefore the need
for automated methods of ontology creation and maintenance is well acknowledged in
the community. However, there has been no explicit support for automatically learned
ontologies in the main branches of research concerning inference in the Semantic Web.

We believe that efforts leading to bridging these two rather disparate lines of
research are more than worthwhile and will prove beneficial for both automated onto-
logy development and reasoning, considering the noisy, context-dependent and incon-
sistent character of mainly unstructured web data we have to deal with when making
the Semantic Web real. The nature of this knowledge is hard to be captured by
traditional (logical) reasoning paradigms that usually require quite extensively (and
expensively) specified descriptions in order to allow any usable reasoning. We plan to
develop an alternative formal semantics of the Semantic Web data and implement res-
pective reasoning tool prototype that would be able to deal with this situation better
in the context of ontology learning. This is reflected in the tentative thesis’ title A
Non-traditional Inference Paradigm for Learned Ontologies.

2 Motivations, Addressed Tasks and Proposed Solutions

Within implementation of the thesis topic prototype, we adhere to these required
features:

– the ability to refine the learned knowledge on the fly by incorporation of a specific
reasoning paradigm and respective tools;

– a query-processing mechanism able to infer valuable and useful knowledge from
learned ontologies by tools basing on the same reasoning paradigm;

⋆ This work has been supported by Academy of Sciences of the Czech Republic, ‘In-
formation Society’ national research program, the grant AV 1ET100300419 and by
the EU IST 6th framework’s Network of Excellence ‘Knowledge Web’ (FP6-507482).
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– a query-transformation layer that would allow to interface the system with the
Semantic Web standard tools and languages (for evaluation and inter-operation
purposes);

– a knowledge-transformation layer that would allow to export the knowledge in the
Semantic Web standards (again, for evaluation and inter-operation purposes).

In the following overview of the respective tasks and solution sketches, we base on
our ANUIC (Adaptive Net of Universally Interrelated Concepts) framework for repre-
sentation of learned fuzzy ontologies [14, 15].

2.1 Task SW-1 (reasoning support for ontology acquisition)

To the best of our knowledge, there has been little effort dedicated to the development
of methods that could refine a learned ontology dynamically on the fly by means of
specifically tailored reasoning procedures. If a basic foundational and precise ontology
for the given domain has been developed, it can be used as a top-level “seed” model for
our ANUIC framework. The assertions (with weights initially set to 1.0) in this general
seed will help refining the more specific dynamic insertions within ontology learning
process (e.g. by decreasing weights of learned assertions that are inconsistent according
to the seed ontology). The documents processed by ontology learning can contribute
to the refinement of the weights by themselves – if there are certain more trusted or
domain-relevant documents, the weights of the assertions learned from them should be
favoured.

This will be accompanied by a mechanism of propagation of the weight changes in
the vicinity of the influenced nodes in the semantic network induced by the ontology.
Note that there will be no restriction on the propagation – even the seed ontology can
be eventually changed if the empirical character of the field is different. The application
of inherent rules (the idea introduced in the next section) will play as significant role
as the seed model in the direct inference support of the acquisition process.

Evaluation of this task is quite straightforward – we can compare the ontolo-
gies learned with the inference support with ontologies learned by the same methods
without the inference. Appropriate evaluation measures can be adapted according to [9,
3]. One possible option is to identify the differences and present them to potential users
of the ontology and/or to an evaluation committee, elicitating the reasonability and
usability of extensions/retractions caused by the reasoning process when compared to
the “purely learned” ontology.

2.2 Task SW-2 (reasoning with learned ontologies)

The ontology reasoning research in the Semantic Web has been focused mainly on
the development of rigorous knowledge representation models and related formalised
procedures of logical inference. However, the models in question (namely OWL [1]
ontologies) require an indispensable amount of expert human intervention to be built
and maintained. This makes the knowledge management based on this kind of explicit
representation very expensive, especially in dynamic and data-intensive domains (e.g.
medicine), or even infeasible, if the experts are not always available (e.g. semantic
desktop).

The scalable ontology learning methods can overcome the problem of large do-
mains. Moreover, automatic bottom-up knowledge acquisition prevents the possible
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bias in hand-crafted ontologies. The price we have to pay is that we must be able to
deal with the less complex, noisy, possibly imprecise and very probably inconsistent
knowledge then. Nonetheless, there could be implicit knowledge worth to infer even in
the learned ontologies if there is a substantial amount of data in them. A possible way
to an alternative approach to reasoning with learned ontologies rests with the develop-
ment of a new kind of “loose”, yet formal semantics. This semantics will support both
refinement of ontology learning results (Section 2.1) and full-fledged reasoning with
and querying of the learned ontologies themselves.

The semantics has been worked out in three levels that are jointly contributing to
the process of formal interpretation of the learned content1:

1. Declarative semantics reflects direct meaning of learned knowledge declared in
the ANUIC network of fuzzy modelling primitives. Interpretation of a node at this
level is based on fuzzy intersection of sets induced by ranges of its properties (this
interpretation is crucial for establishment of fuzzy analogical mappings, among
other things). We further plan to design a natural extension of the ANUIC model
by simple IF-THEN rules treated exactly in the same dynamic manner as the
relations between ANUIC concepts.

2. Procedural semantics comprises the formal aspects of procedures of rule execution
and analogy retrieval, mapping and transfer in the underlying model. We plan to
incorporate the AI methods of heuristic reasoning [16, 10] into the engine based
on the improved fuzzy ANUIC model. Very valuable concept in this respect is
the notion of analogical reasoning [12] and its fuzzy extension [2]. The latter can
be further developed in the scope of our work with different notions of fuzzy simi-
larity [22, 11]. For the implemented inference engine, we have to provide a respective
query-transformation layer in order to interface our system with other Semantic
Web frameworks and standards.

3. Interlocutive semantics allows to further specify and/or refine meaning of stored
knowledge in dynamic interaction with users (human or artificial agents – e.g. other
ANUIC-based reasoners fed with different data in similar or otherwise relevant
domains).

The evaluation of this task remains more or less open problem for now. However,
besides measuring the computational efficiency of the inference, we could formalise a
measure of “usefulness” of answers to certain types of queries and compare our system
to the similar ones in an application-oriented assessment trial.

3 Current Achievements

At this time, an automated ontology acquisition platform OLE (Ontology LEarning)
has been developed before and within the work on the thesis topic itself. OLE processes
natural language English documents (in plain text, HTML, PDF or PostScript) and
extracts an ontology from them. It makes use of NLP and machine learning techniques.
An ANUIC (Adaptive Net of Universally Interrelated Concepts) model has been pro-
posed and initially implemented for the fuzzy representation of learned ontologies in

1 Only very brief description is given here, partially also due to space restrictions. The
topic of the three-level formal semantics is currently under thorough development
within a conference submission.
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OLE. The progress of this work has been documented in several refereed papers2 and
presented by the author of this document at the respective events.

A technique of so called conceptual refinement improving the results of initial onto-
logy extraction methods has been proposed and implemented for the task of taxonomy
acquisition. Under a certain interpretation, it boosts the precision of taxonomy acqui-
sition methods by more than 150%. The preliminary results of this work form the
major recently published or accepted achievements [14, 15] and were presented by the
author of this document at the ESWC 2006 conference (an ICEIS 2007 presentation
to come in June, 2007). This initial proposal and implementation of the natural and
intuitive mechanism coping with autonomous assignment of fuzzy relevance measures
to the general learned relations (which has been considered as an open problem in
this respect [19]) forms the most tangible and strongly related basic groundwork of
the thesis, aimed at reasoning in the proposed ANUIC model. Current progress is
continually documented at the project’s webpage3.

4 Related Work

There are methods refining the ontology after the learning process, using external
reference and pruning [5]. However, there are generally no suitable external resources
for many practical domains, therefore our tool is more universal in this respect. Some
approaches try to connect ontology learning and reasoning by transforming the learned
knowledge into a shape acceptable by the “traditional” inference mechanisms. The
Text2Onto tool removes inconsistent knowledge from the learned ontologies [7] in
order to allow usual precise OWL reasoning. The approach in [8] translates ontolo-
gies acquired by application of Formal Concept Analysis into FOL formulas, which is
even more simplistic. These approaches leave vast amount of the sense of the learned
knowledge unrecognised (e. g. possible different contexts induced by consistent subsets,
structural properties of the knowledge, implicit relations between concepts, etc.).

In [17], a fuzzy relational model of ontology is introduced. However, it is only very
simple and IR-oriented one, with no proper semantics generally applicable in other
domains. [6] focuses on mining knowledge from databases and uses for example fuzzy
rules to refine the resulting ontologies. But the authors’ concrete approach to this topic
is rather unclear and the formal semantics is lacking again. There is an indirectly related
research in fuzzy OWL [20] and fuzzy DL reasoning [21]. However, these approaches
still exploit the “traditional” logics based knowledge representation, which we find
inappropriate for reasoning with learned ontologies. AI methods of heuristic [16, 10]
or analogical [12, 18] reasoning present alternative paradigms that have, however, not
been connected to a mechanism of automatic real-world knowledge acquisition. This is
a practical disadvantage our approach aims to tackle (among other things).

5 Selected Application Domains

Following the medicine use cases specified in [13, 4], the implementation of our frame-
work for ontology learning and reasoning could massively help in the processing of the

2 See http://www.muni.cz/people/4049/publications for the full list of author’s
publications to date.

3 See http://nlp.fi.muni.cz/projects/ole – the top GoogleTM result of the “onto-
logy acquisition” query on December 15, 2006; a web interface to the system libraries
is present there as well.
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dynamically changing medical knowledge. After initial definition of the seed model,
ontologies learned by our tool from the natural language in medical records and even
from the databases (after a preprocessing) can integrate the newly coming knowledge
with the current facts on a single formal and technical basis. Moreover, the efficient and
robust reasoning in our model can support the everyday decision process of medical
experts in purely automatic way, utilising even data that have not been covered by
formal medical manually developed ontologies.

The semantic desktop domain is related to new topics that have appeared
recently within the major Semantic Web and AI research activities like CALO project4

in USA and/or NEPOMUK project5 in EU. The main aim of the projects is the de-
velopment of an intelligent layer on the top of the current personal desktop systems.
Possible application of our work in the scope of the semantic desktop research efforts is
especially in the field of dynamic and automatic knowledge acquisition from the “raw”
data. The model and reasoning paradigm we plan to develop could help in efficient
semi-automatic discovery of implicit relations in the personal data and thus improve
the process of their semantic re-organisation, meta-data annotation and querying.

6 Conclusion and Future Work

We have presented our current results and a vision of our doctoral thesis in the context
of the Semantic Web and AI. Some of the missing links in the contemporary research
have been identified. We have argued importance of the respective research questions
and analysed the tasks that can fill in the gaps then. Possible solutions and evaluation
methods have been roughly outlined. Examples of concrete application domains have
been sketched, showing the practical relevance of the topic.

The work on the thesis was formally started in March, 2006. Supposed term of the
thesis submission is the beginning of the year 2009. We plan to deliver the complete
elaboration of the proposed ANUIC uncertain KR model and its semantics by the end
of the year 2007, together with respective extension of the ontology learning framework.
During the year 2008, we plan to devise and implement basic set of rule-based heuristic
and analogical reasoning methods for the prototype and evaluate it, summing up the
results in the thesis.
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Abstract. This proposal explores a unified framework to solve Semantic
Web tasks that often require similarity measures, such as RDF retrieval,
ontology alignment, and semantic service matchmaking. Our aim is to
see how far it is possible to integrate user-defined similarity functions
(UDSF) into SPARQL to achieve good results for these tasks. We present
some research questions, summarize the experimental work conducted so
far, and present our research plan that focuses on the various challenges
of similarity querying within the Semantic Web.

1 Motivation

Semantic Web tasks such as ontology alignment, semantic service matchmaking,
and similarity-based retrieval depend on some notion of similarity (at least if
they are not solely based on logic). Therefore, researchers still try to find sound
user-defined similarity functions (UDSF) to achieve good results for these tasks.
Finding good similarity functions is, however, data- and context-dependent, and
needs to be reconsidered every time new data is inspected. Nonetheless, good
UDSFs are crucial for the success of the above-mentioned Semantic Web tasks.

Furthermore, in recent years, query languages for the Semantic Web such
as RDQL and SPARQL have gained increasing popularity. The current W3C
candidate recommendation of SPARQL, however, does not support UDSF to
analyze the data during query processing. The goal of this project is to overcome
this limitation and to develop a unified framework based on SPARQL to solve
similarity-dependent Semantic Web tasks. The proposed iSPARQL framework
should be easy to use and easily extendable to allow for user-defined, task-specific
similarity functions. The “i” stands for imprecise indicating that two or more
resources are compared by using similarity measures.

We strive for a robust implementation of similarity querying for the Semantic
Web and its integration into SPARQL. The proposed iSPARQL approach should
have a high degree of flexibility in terms of customization to the actual Semantic
Web task.
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2 Related Work

RDF Retrieval. Siberski et al. [19] propose SPARQL extensions allowing the
user to query the Semantic Web with preferences. New keywords (PREFERRING,
CASCADE) are added to the official SPARQL grammar in order to favor query
answers which match user-defined preference criteria. Finally, the answers which
are not dominated by any other answers (optimal according to the defined pref-
erence dimensions) are returned to the user.
Ontology Alignment. The task of ontology alignment (aka ontology map-
ping/matching) is a heavily researched field within the Semantic Web. Noy
and Musen [15] present the PROMPT framework – a suite of tools including
iPROMPT and ANCHORPROMPT – simplifying the comparing, aligning, and
merging of ontologies of different origins. Furthermore, Doan et al. [5] propose
the GLUE system that assists the user in finding mappings between ontologies
using techniques from machine learning. A different methodology is proposed
by Ehrig and Staab in [6]: based on QOM, ontologies can be aligned on differ-
ent layers focusing on different (modeling) aspects of ontologies. Euzenat and
Valtchev [7] propose an approach that is based on a specialized similarity mea-
sure to compare OWL-lite ontologies. Last, in a more recent paper, Tous and
Delgado [20] map nodes of ontologies to matrices which capture the relationships
of the mapped nodes among each other. Finally, a graph matching algorithm is
applied to find mappings between the ontologies under comparison.
Matchmaking/Discovery. Klusch et al. [14] propose OWLS-MX to perform
service matchmaking which adopts both, pure logic-based and Information Re-
trieval (IR) based techniques for the needs of hybrid semantic service match-
making. Furthermore, Hau et al. [10] propose a similarity measure to compare
Semantic Web services expressed in the OWL-S language. In addition, Jaeger
et al. [11] present an approach for matching service inputs, service outputs, a
service category, and user-defined service matching criteria. The four individual
matching scores are aggregated to result in an overall matchmaking score.
Query Optimization. Query optimization strategies have been developed to
reduce the complexity of Semantic Web queries to boost their runtime perfor-
mance. Ruckhaus et al. [16] propose to estimate the cost and cardinality of
individual query predicates based on selectivity estimations taken from [18].
Similarity Joins (Data Integration). To perform data integration, Cohen
[4] presents WHIRL and the notion of similarity joins by which data is joined
on similarity rather than on equality. In WHIRL, the TF-IDF weighting schema
from IR [1] is applied together with the cosine similarity measure to determine
the affinity of text. Similar approaches are proposed by Gravano et al. employing
string joins [8] and text joins [9] in order to correlate information from different
databases and web sources respectively.

3 General Problem Areas/Gaps

Numerous Semantic Web tasks rely on some notion of similarity, either to
compare ontologies (for alignment and/or integration), or to compare services
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(for matchmaking and/or discovery), or to compare resources (for querying and
similarity-based retrieval) among others. All of the approaches presented in Sec-
tion 2 tackle one of these tasks individually (i.e., in their own specific way). None
of the approaches present a unified framework to solve them all. We made the
following observations:

– To solve these tasks, Semantic Web researchers still try to find sound user-
defined similarity functions (UDSF), which are crucial for the success of
these tasks. However, good similarity functions are data- and context-de-
pendent, and generally not easy to find.

– SPARQL in combination with UDSFs could be used to solve individual tasks.
However, traditional SPARQL does not support querying ontologies with
UDSF. It is not clear what the optimal solution would look like: an extension
of the official SPARQL grammar or the exploitation of “magic properties”
(aka virtual triples or property functions) as supported in ARQ.1

– The semantics and complexity of UDSF-extended SPARQL queries are un-
clear. Hence, they should be elaborated and formally studied.

– UDSF statements add an additional layer of complexity to SPARQL queries.
Therefore, an approach for optimizing queries containing UDSFs should be
provided. This is particularly important when executing web-scale queries.
In other words: do UDSF-queries have the potential to scale to the web?

4 Research Plan

4.1 Choice of Datasets and Evaluation Strategy

So far we have experimented with the two matchmaking/retrieval test collections
OWLS-TC2 and the OWL MIT Process Handbook3. For our preliminary opti-
mization experiments we used SwetoDblp4, which focuses on bibliography infor-
mation of computer science publications. Furthermore, we worked with EvoOnt5

– a set of ontologies to model the domain of object-oriented software source code.
We will use these datasets for the evaluations of our proposed unified framework.

4.2 Current State of Our Research

RDF Retrieval. iRDQL [2] is our extension of traditional RDQL with similarity
joins to determine the similarity of Semantic Web resources.6 A limitation of
iRDQL is that it allows to utilize only one similarity measure per query and

1 http://jena.sourceforge.net/ARQ/
2 http://projects.semwebcentral.org/projects/owls-tc/
3 http://www.ifi.unizh.ch/ddis/mitph.html
4 http://lsdis.cs.uga.edu/projects/semdis/swetodblp/
5 http://www.ifi.unizh.ch/ddis/evoont.html
6 All similarity measures are implemented in SimPack, our generic library of similarity

measures for the use in ontologies (http://www.ifi.unizh.ch/ddis/simpack.html).
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it does not perform any query optimization. A demonstration of our current
prototype implementation iSPARQL is available at http://www.ifi.unizh.
ch/ddis/isparql.html. We will use this prototype as a starting point (and
benchmark) for the new framework to be accomplished within this PhD thesis.
Matchmaking/Discovery. In [12], the applicability of our iSPARQL prototype
is evaluated for the task of Semantic Web service discovery within the OWL MIT
Process Handbook.
Query Optimization. Our first steps toward Semantic Web query optimiza-
tion are presented in [3]. The proposed OptARQ approach investigates SPARQL
query optimization by means of a rule-based query optimization engine. Opti-
mization techniques for UDSF-queries, however, are not covered by OptARQ.
Analyzing Software Repositories. To highlight the benefits and applicability
of the proposed unified framework to different, initially non-Semantic Web tasks,
we realized the Coogle [17] and EvoOnt [13] projects for the tasks of software
evolution analysis and visualization as well as design flaws detection.

4.3 Our Approach – Next Steps

The aim of this work is the design, specification, implementation, and evaluation
of a unified framework for similarity-based Semantic Web tasks. There are several
goals to achieve: the first goal consists of a detailed revision of our preliminary
work. This will answer the question if the virtual triple approach taken so far
is sufficient to solve the remaining challenges of such a unified framework. The
second goal is the formal elaboration of the iSPARQL grammar, its semantics
and complexity. As a third goal, we investigate query optimization techniques
to boost the performance of UDSF-queries. Finally, the whole iSPARQL model
and implementation will be evaluated for applicability to different application
tasks (see Section 2).

To achieve the goals, the following steps are planned: a revision of the current
prototype with special attention to its usability, flexibility, customizability, and
scalability; the specification of the iSPARQL model, particularly the complexity
and semantics of UDSF-queries; the implementation of the unified framework;
the investigation of UDSF-query optimization techniques; and an evaluation of
the applicability to different similarity-based Semantic Web tasks in terms of
testing, usability, customization, and performance measurement.

5 Conclusions

In this proposal we outlined the need of a unified framework to solve similarity-
based Semantic Web tasks, such as ontology alignment, service matchmaking,
and RDF retrieval. Our approach extends traditional SPARQL with user-defined
similarity functions (UDSF). The semantics and complexity of SPARQL-based
similarity queries will be formally elaborated and query optimization techniques
proposed. This systematical assessment will answer the questions of what is
the range of tasks that can be solved with the iSPARQL system, what is the
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performance to solve these tasks, and what is its potential to scale to the web.
It is important to realize that these tasks provide a kind of “stress test” for the
usefulness of our unified framework.
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1 Introduction

The vision of the Semantic Web ist one of extending the World Wide Web of
today to one ”[..] in which information is given well-defined meaning, better
enabling computers and people to work in cooperation.” (Tim Berners-Lee in an
article for the Scientific American in 2001). This promises an exciting future for
the WWW.

The advantages for users and machines alike are eminent, many of the build-
ing stones like RDF or OWL are in place already. But why has the Semantic
Web not been adopted by more content creators, more web sites? The main
technological reason for this lies in the complexity associated with the creation
of ontologies. Ontologies are, following a definition of T. R. Gruber, a formal,
explicit specification of a shared conceptualization of a given domain[1]. As such,
they are an essential part of every semantic web application, since they define
the language used to express the view on the world. But their creation is a
time-consuming and expensive endeavor that is beyond many organizations or
communities. Most therefore stay away from the Semantic Web altogether. This
severely handicaps the efforts of bringing about the vision of the Semantic Web,
by preventing the attainment of a critical mass of content available using it.

1.1 Research Problem

What is needed is a means to generate a meaningful description of the semantics
of content collections in such a way that it necessitates as little manual interac-
tion as possible. The results may not be as distinguished as a manually created
ontology, but they at least provide a way to utilize the benefits of the semantic
web. Two main problems need to be tackled: first, the extraction of the seman-
tic network inherent in the collection, and second, the design of a surrounding
system being both versatile and easy to expand to accommodate new features,
data stores, or services.

The first problem is one of automating ontology engineering. The goal here
is to extract the main entities and their relations from the corpus in order to
gain an understanding of the topics the corpus contains. This boils down to three
tasks: entity recognition, relation discovery, and creation of the semantic net from
the results of the first two tasks. While there are good tools available for entity
recognition, relation discovery as of now has to do without. Scientific approaches
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in this area typically consider binary relationships, higher order relations get
almost no coverage. The task of network-creation is a translation step from the
entities and their relations into a language of the Semantic Web framework.

The second problem addresses use-case necessities. Many interesting collec-
tions are not static, but are subject to many changes (e.g. wiki-webs). In order
to accommodate this, a semantic representation needs to be able to continuously
monitor the corpus and adapt itself accordingly. Other requirements may result
in the necessity for integration of additional services into the system.

1.2 Contribution

This thesis concentrates on the task of relation discovery in order to generate
meaningful connections for the network, since there already are numerous good
tools for Named Entity Recognition (e.g. GATE[2]) available. Accordingly, the
first contribution is an algorithm that gathers n-ary relations (n ≥ 2) in a text
corpus between entities from a set of previously agreed upon concept classes.
The second contribution is an architecture containing the algorithm, as well as
facilities for the monitoring of dynamic collections, paired with adaptation of
the network where necessary.

1.3 Use Cases

The envisioned system provides a semantic representation of the content of a
document repository without changing its data, i.e. it provides a semantic wrap-
per around the collection. The wrapper supplies a semantic view on the topics of
the collection that can be used for further processing, data exchange, or provision
of sophisticated search interfaces.

The first application of the approach is part of an ongoing research project
financed by the German Ministry of Research and Education (BMBF) called
WIKINGER[3], where it is used to bootstrap and subsequently monitor a wiki-
web for the domain of Contemporary History.

In a similar manner, media providers like broadcasters, newspapers, or news
agencies could use this approach to better organize and tap the contents of their
digital archives.

2 Approach

For the sake of brevity, only the approach concerning the creation of the semantic
network will be described in detail. It is a process divided into five separate
steps. In the first step, a set of core concept classes is defined, followed by the
annotation of examples of these classes. They are used to train a Named Entity
Recognition tool. Next, the corpus is segmented into sentences. Those containing
less than two entities are discarded. The remaining sentences serve as input for
an algorithm computing association rules on the entity classes. The association
rules express the degree of association between classes using two measures: the
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confidence that there is an association, and its coverage of the collection. This
allows different ranking approaches depending on the strategy to be followed.

Given an ordering of the rules, the next step iteratively analyses the set of
sentences belonging to a given rule. Since one rule describes an unknown amount
of different relations between its constituents, the task is to find a clustering of
the set such that each cluster describes one single relation. Since the amount of
relations is not known beforehand, hierarchical clustering has to be employed.

The next step provides labels for the relation clusters. They are presented
to the domain experts for review, who can change or remove labels, entities, or
relation clusters.

The final step collects all entities and relations and creates the semantic web
from them. While the entity translation is straightforward, special care has to
be taken in expressing the relations between them, since not all relations will
be binary. Preservation of the n-ary relations requires the introduction of proxy
entities into the net, in order to conform to the triple schema of RDF.

2.1 Results so far

System architecture using a service-oriented architecture.
Internal data representations allows inclusion of external data sources given

a suitable transformer.
Versioned repositories for the internal data, allow change montoring, detec-

tion, and adaptation.

2.2 Results still to be achieved

Clustering and labeling different distance measures and vector representa-
tions are evaluated.

Translation into RDFS algorithm needs to be designed and implemented
Change Management the service responsible needs to be implemented.

2.3 Evaluation

Evaluation of the approach will be performed in the project WIKINGER. Do-
main experts will be on site to handcraft relation clusters. These will serve as
ground truth for the automatically proposed relation clusters. Quality in a dy-
namic environment will be evaluated via periodical surveys when the system goes
live in August of this year. In parallel, a similar setup for the domain of newspa-
per archives will be tested with the help of archive personnel from a newspaper
company.

3 State of the Art

The approach presented of the thesis touches two areas of research: ontology
learning and relation finding. This section highlights the approaches most rele-
vant for this work.
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3.1 Ontology Learning

Alexander Maedche from the AIFB in Karlsruhe describes a system called Text-
To-Onto[4] that is used to aid ontology engineers in their work. Its objective is
to find new concepts for the target ontology from domain taxonomies provid-
ing is-a relations, and hyponym relations gathered from texts using text mining
methods. The candidate concepts are added manually to the ontology. An ad-
ditional module deals with the discovery of non-taxonomic relations. It deducts
possible relations from association rules. The module stops at this step and only
considers concept-pairs.

Philipp Cimiano and Johanna Völker, also from the AIFB, present with Text-
2-Onto an advanced system for the task of ontology learning from text. It holds
the ontology in a so-called probabilistic ontology model (POM) that contains
modelling primitives along with a confidence measure stating the probability of
them being part of the ontology. A GUI allows manual changes to the ontology
after the learned phase. The system reacts on changes in the corpus by only
recalculating the parts of the ontology that are affected by the changes. Named
entity recognition using GATE is performed on the collection, but only hyponym
relations (kind-of) are extracted automatically from the texts.

3.2 Relation Learning

Takaaki Hasegawa et al. describe an algorithm for the discovery of relations in
natural language texts[6], using named entity recognition with a small set of
concept classes. This is followed by a per-sentence analysis of the corpus. All
sentences containing two instances having a maximum distance of five words
are considered for further processing. Finally, a cluster-analysis is performed on
every class of pairs, resulting in clusters containing the different types of relation
between pairs. Evaluation is done using a years worth of newspaper articles, and
matching automatic performance against hand-picked relations. The best results
(34 of 38 existing relations found) attain an F-measure of 60%.

Aron Culotta and Jeffrey Sorensen present an approach to relation extraction
from texts using kernel methods [7]. The task is to extract previously learned
binary relations from the corpus. This is achieved by first performing shallow
parsing of a sentence and then using a kernel method on the smallest dependency
tree containing both entities. This reduces the amount of words considered in the
calculation of the kernel, thus reducing the amount of noise in the result. They
reach 70% precision with 26% recall. Bunescu et al.[8] propose a variation of this
approach: their kernels consider only the words on the shortest path between the
two entities. Their evaluation is performed on the same data where they reach
71% precision with 39% recall.

3.3 Discussion

Text-To-Onto was developed as a tool for knowledge engineers, who are sup-
posed to do the real modelling, and it shows. All additions to the ontology are
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performed manually, and while it contains a module for relation learning using
association rules, it refrains from discovering the actual relations. Text-2-Onto
uses an interesting storage model for the ontology, but is restricted to hyponym
relations, thereby falling behind its predecessor with regard to relation discov-
ery. The system described in this paper goes a step beyond these systems in two
ways: it does not depend on the availability of ontology engineers, and it aims
to discover all relevant relations contained in the text.

Hasegawa et al. use a clustering approach to find hitherto unknown relations
but restrict themselves to pairs of entities, thus tearing apart relations of higher
order that might have been present in the data. Their algorithm does not in-
clude a means to rank the pairs of prior to the clustering. The approaches by
Culotta and Bunescu offer interesting possibilities for subsequent classification
of relations, but cannot be used to discover them in the first place.

4 Conclusion

This paper summarizes the main topics of my PhD thesis. The approach promises
to be a feasible way to bring the benefits of the Semantic Web to a larger audi-
ence, especially in those domains where creation of a specialized ontology is not
feasible in the foreseeable future. The architecture has been designed such that
it lends itself well for expansion in different ways. Inclusion of video or audio
transcripts is an interesting option, since more and more such content finds its
way onto the web. The inclusion of an easy interface allowing for the definition of
new relations is another interesting expansion of the system, perhaps by graph-
ical means using SVG or by an extended wiki-syntax as found in semantic wiki
systems.
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Collecting and aggregating multimedia knowledge is of fundamental importance for 
every organisation in order to gain competitiveness and to reduce costs. It is possible 
that knowledge contained in just one medium E.G. text documents, does not carry the 
full evidence looked for. Therefore connecting information stored in more than one 
medium is often required. It is clear that current knowledge management technologies 
and practises cannot cope with such situations, as they mainly provide simple 
mechanisms (E.G. keyword searching). Currently knowledge workers manually 
pierce together the information from different sources. In this report we focus and 
envisage research methodologies that will enable the semantic enrichment of 
multimedia documents, both on multiple media and across media through annotation.

Annotation of a document is a complex and labour intensive task. So far, research has 
focused [1][2][4] on supporting the annotation of single media. Much less attention 
has been paid to the issue of annotating material across media. For this reason there is 
a growing interest in developing methodologies able to capture the content and the 
context of multimedia documents, in order to enable effective searching (and 
document-based knowledge management in general). Previous research in personal 
image management [6] and text annotation [3] demonstrated how annotating images 
or documents could be a way to organise information and transform it into knowledge 
that can be used easily later. Metadata enables the creation of a knowledge base which 
can then be queried as a way both to retrieve documents (via content and context) and 
to query the structured data (E.G. creating charts illustrating trends).  We address 
many of these problems with AKTive Media1 which is a system implemented during 
the PhD. AKTive Media is a user centric ontology based cross-media annotation 
system. The goal is to automate the process of annotation by means of knowledge 
sharing and reuse, thereby reducing user effort during the annotation process. The 
system actively queries web services and central annotational triple stores as a 
background service to look for context specific knowledge. The aim is to provide a 
seamless interface that guides the user through the process, reducing the complexity 
of the task. Language technologies and a web service architecture are adopted to 
provide a context specific annotation mechanism that uses suggestions inferred from 
both the ontology and from the previously stored annotations to help the user: the 
ontology is pre filtered to present only the top-level concepts (the most generic ones); 
The produced knowledge is then used as a way to establish connections with and to 

                                                
1 http://www.dcs.shef.ac.uk/~ajay/html/cresearch.html
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navigate the information space: Example when the user annotates a part of an image 
of a car engine as “abrasion-damage” on a “crank-shaft” the system uses those 
annotations to retrieve other related images and documents. New relationships can 
then be established with the found knowledge, E.G. the damage can be related to 
other previous cases, and through free-text comments the relationship may be made 
explicit (E.G. this type of failure happens constantly on this blade in hot conditions, 
and this is proved by document x). AKTive Media has information extraction (IE) 
plug-ins built in (T-Rex)[5] which automate the annotation of textual documents. The 
main difference between our approach when compared to other state of the art 
annotation approaches [4][6] is that we use knowledge across media for annotation 
and also to further relate these annotation instances. This helps in greatly reducing 
user effort during manual annotation of documents, by providing intelligent 
suggestions derived from across media, the IE engine and from the central annotation 
server. The other major difference is that in AKTive Media, an effort is made to 
bridge the semantic gap between low level image features and semantically annotated 
metadata provided by users during annotation. We achieve this by providing means to 
index image collections and enable the user to query over the index using the visual 
content of the source image that is being annotated, the user can then use free hand 
mark-up over regions of the images to perform semi-automatic image segmentation 
and map high level ontology concepts to these segmented regions. 

This research methodology has been deployed in various research projects including 
AKT, Memories for Life, X-Media and we have scheduled a detailed user evaluation 
in Rolls Royce UK at the end of year, for the annotation of strip reports.
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Web services and BPM have become a combination research aiming at enter-
prize computing providing a more intelligent and interactive services as process-
aware systems. In particular, with the emergence of BPEL4WS as a de-facto
industrial standard for process grounding technology, Web services become the
building blocks for the final process execution. However, really combining those
two topics is still very hard as different perspectives (business and technical).
With the development of semantics, especially semantic Web services, researchers
propose SBPM to bridge the gap between business and technical levels. To
achieve this, we need a comprehensive process modeling approach. Traditional
process modeling has a long research history. From industrial perspective, the
focuses of process modeling are pervasively on providing graphic-based modeling
tools (Workflow or BPM suites) with various process notations, such as UML,
BPMN and EPCs. Besides graphical modeling, language-based process descrip-
tion is another main emphasis, such as BPML, BPEL, XPDL etc. From academic
perspective, there are also many formal concurrency theories supporting process
automation and validation, such as Petri Net, Abstract State Machine, Process
Algebra like Pi-Calculus, and some logic based AI models like Temporal Logic
and Transaction Logic. However, neither industrial tools nor theoretical meth-
ods can completely support smooth combination between Web service and BPM.
Therefore, the main motivation of this PhD research is to provide a semantic
modeling framework for business processes, named Business Process Manage-
ment Ontology (BPMO), which acts as the cornerstone of SBPM and the key
transition role between business level and technical level.

Problem Statement Based on the vision of SBPM and the fundamental
cornerstone about semantic process modeling, we provide following key issues
as the problem statement ought to be involved and given appropriate solutions
in this PhD research: (1)Process Modeling Requirements Modeling requirements
(or called process description requirements) is the basis for the whole BPMO
proposal, which needs to be determined first. Basically, we should answer ”what
kind of concepts are involved?” and ”what is the crucial functional requirements
and nun-functional requirements need to be described for business processes?”.
(2)Process Modeling Architecture (Elements and Language) Based on the pre-
vious determined requirements, we need a fully-fledged modeling architecture
with comprehensive elements to cover all the requirements. A certain descrip-
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tion language is needed to describe and store all the elements involved in process
modeling. (3)Formal Process Modeling Approach The distinguished advantage of
semantics is machine-processable and further to support (semi-) automation. To
completely achieve automation potential of semantics, traditional process formal
works like ASM and Petri Net may be useful and can be refined with more se-
mantics support. (4)Legacy Process Integration Integration with legacy system
is crucial in real-world applications. Therefore, semantic process modeling ought
to provide interface to integrate traditional processes modeled by non-semantic
notations like BPMN, UML. (5)Graphic Process Modeling Suite The BPMO
framework needs the grounding model suite, providing friendly graphic inter-
faces for both technical experts and businessmen. The distinguished modeling
suite can really embody the semantics transition role between business level and
technical level.

Proposed Approaches As the BPMN vision involves both business and
technical levels, BPMO is a broad and cross-discipline topic. Basically, the se-
mantic technology, esp. the semantic related description methodology is the main
applied approach for this PhD thesis. However, there are four main general ap-
proaches can be referred to: (1)Requirement Engineering. To determine the pro-
cess description requirements as the primary step for the BPMO framework re-
search, some arbitrary requirements engineering techniques can be applied, such
as determining system boundaries, stakeholders, goals etc. by analyzing real-
world business use cases. (2) Semantic Web Service. The objective of applying
semantics in Web services is to enable automatic service discovery, composition,
invocation, interoperation etc. Business process has similar context and require-
ments. Among so many semantic web services activities, we mainly refer to the
WSMF framework, especially its conceptual model WSMO. (3)Formal Process
Model. We realize the importance of formal model to help process validation
and automatic discovery/composition. We have briefly surveyed many existing
formal process models, such as Petri Net (modeling workflow patterns), ASM,
Pi-Calculus, and Cuncurrency Transaction Logic. It’s not so easy to make an
absolute choice among those formal methods. But so far, ASM and PetriNet are
on the top list for its sound semantics and graphic process modeling support.
4) Process Grounding Technology. Although this PhD research is mainly focuses
on the modeling context, some grounding technologies will also be considered
especially the emerging de-facto standard BPEL.

Excepted Contribution This PhD work aims at investigating issues and
making following contributions: (1) Specifying semantic description requirements
for business processes, involving the whole BPM lifecycle. (2) Providing a fully-
fledged semantic business process modeling framework BPMO, which provides
the cornerstone for the SBPM vision and makes it feasible. (3) Based on se-
mantic foundation, together with some formal process models, BPMO can en-
able (semi-)automatic process discovery/composition/invocation. (4) Besides the
above scientific contributions, technically, this work can provide the integration
with existing process systems, based on traditional notations such as BPMN,
EPCs, and also grounding technology like BPEL.
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1 Motivation 

Even though ontologies are widely regarded as the backbone of the Semantic Web and 
the research in the area is very active, only few well-maintained and useful ontologies can 
be found when searching the Web. The reasons for this phenomenon are discussed in [1] 
who identifies four bottlenecks: first, many relevant domains of discourse are subject to a 
high degree of conceptual dynamics. Second, using and building ontologies is not 
reasonable if the cost of building an ontology is higher than its benefit. Third, a 
prerequisite for using an ontology and thus committing to its view of the world is to 
exactly understand its exact ontological commitment and the meaning of concepts and 
relations. This is hampered by the fact that most ontologies are built by a group of 
engineers and the user community does not have control over the evolution of the 
ontology due to the lack of efficient tool support for a broad audience with only limited 
ontology engineering skills. Fourth, existing standards specifications and all kinds of 
controlled vocabularies, which ontologies could re-use, are subject to intellectual property 
rights.  
A community-oriented approach has several advantages towards an isolated, engineering-
oriented approach: A community can keep up with the pace of conceptual dynamics in a 
domain more easily and it is cheaper for a community to collaboratively work on a 
specification of an ontology than for a group of ontology engineers as the workload is 
spread amongst the members. Finally, a community-agreed specification of a 
conceptualization will more likely be used and further developed. The idea of wikis is to 
allow a wide range of users to contribute to the content of the Web without requiring 
more than basic Web editing skills. The enormous success of the online encyclopedia 
Wikipedia1 has proven the efficiency of wiki infrastructure. In my thesis, I take the 
following approach to collaborative and open ontology building tackling the problem of 
ontology maintenance in dynamic domains: I propose (1) the design of a lightweight user 
interface aligned with the wiki philosophy, (2) the re-use of data produced by social 
software, such as folksonomies, as well as other Web resources in domain ontologies, and 
(3) functionality that supports the community in achieving consensus.  

2 Related Work 

The related work can be divided into the following areas: Collaborative ontology 
engineering: [3] describes Tadzebao and WebOnto. [4] describe the DILIGENT 
knowledge process where ontology evolution and collaborative concept mapping are 
applied to deal with conceptual dynamics of domains. The ontology editor Protégé2 is 
also available in a Web version [5]. Semantic Wikis: [6] describe Makna, a Wiki engine 

                                                           
1 http://wikipedia.org/  
2 http://protege.stanford.edu/  
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that was extended with generic ontology-driven components that allow collaborative 
authoring, querying, and browsing Semantic Web information. IkeWiki [7] allows 
annotating links, typing of pages, and context dependent content adaptation. Platypus 
Wiki [8] aims at augmenting a wiki with semantics. The main difference to my thesis is 
that existing approaches aim at augmenting existing wiki content with semantics instead 
of using a wiki-like infrastructure as an environment for collaboratively building 
ontologies.  

3 Methodology and Contribution 

In my thesis, on which I have been working for five months now, I commit to the 
following research methodology: (1) Analysis of a trade-off between expressivity and 
tangibility of an ontology meta-model suitable for a broad audience. (2) Combination of 
external resources: (a) the statistical analysis of folksonomies and associated usage data, 
(b) Web resources, such as Google or Wikipedia, (c) terminological resources, and (d) 
ontology mapping and matching techniques. (3) Development of functionality that 
supports the community in achieving consensus. (4) Application of various techniques for 
visualization of ontologies and user interfaces to foster comprehensibility. (5) Evaluation 
of the prototype by (a) comparing the performance of community-driven, wiki-based 
ontology building to the performance of the traditional, engineering-oriented approach 
and (b) undertaking a usability study. 

4 Expected Impact 

The approach towards ontology building described in this paper is supposed to enable 
more users to contribute to the creation and maintenance of ontologies by (1) providing 
an easy-to-use, wiki-based user interface, (2) re-using various external resources in 
domain ontologies, and (3) supporting the community in achieving consensus, in order to 
yield more relevant, up-to-date ontologies.   
Acknowledgments. This work has been funded by the Austrian BMVIT/FFG under the FIT-IT project 
myOntology (grant no. 812515/9284). 
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1 Introduction

For scientific collaboration, sharing data between different parties is fundamen-
tal. Grids, originally developed for high-performance and parallel computing,
enable the sharing of distributed resources across institutional boundaries by
providing a security infrastructure and standardized Grid-services. Because data
is usually stored in different information systems and schemes, at the moment
they have to be prepared and manually aligned to a common schema. Knowl-
edge about data structures and semantics is a precondition to be able to integrate
data sources. To enable virtual integration, several concepts have been proposed
in the field of distributed and federated database systems. For the integration
of heterogeneous information systems, the mediator-wrapper architecture can
be used. In order to fulfill the requirements of a Grid-based data integration
middleware for distributed, heterogeneous data sources, several concepts intro-
duced in the Semantic Web community have been considered. The Resource
Description Framework (RDF) is well suited for global schema management. It
is simple, supports modularization of commonly used semantics by the ontology
layer, and allows for reasoning. A standardized query language (SPARQL) is
currently being developed.

2 Related Work and Proposed Approach

The use of ontologies for data integration is not new [1]. However, there is cur-
rently no approach which enables the integration of distributed, heterogeneous
data sources by a SPARQL query processor. Related work can be divided into
several domains: RDF triple stores [2, 7], RDF-based query algebra and pro-
cessing [4], schema mapping, data integration [6], as well as distributed query
processing [5, 8]. For some specific wrappers existing mapping frameworks can
be applied, like for example D2R-Map [3] for relational database systems.

At the moment RDF and the other Semantic Web layers are not well suited
for virtual data access. Although SPARQL provides a communication protocol,
queries are executed on local sites only. In this PhD thesis, a new approach will be
proposed to support query planning and execution in a distributed environment.
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Global queries are processed by a mediator, which computes the optimal query
plan by iterative dynamic programming. Wrappers for different information sys-
tems provide specific access and data manipulation functions. Depending on
wrapper capabilities, multiple-set operations (e.g. join) can be executed locally
or at the mediator. An iterator-based approach and concepts like row blocking,
semi-joins, etc. are desirable to improve query processing performance.

The middleware is being developed within the Austrian Grid Project. There
is also tight cooperation with several application workpackages. One of the proto-
type applications will be a Virtual Observatory for solar phenomenons developed
together with the Kanzelhöhe Solar Observatory.

3 Outlook

Currently, there is no approach for virtual data integration based on system-
atic SPARQL query processing. Queries are either executed locally or targeted
against single sites. Within this PhD thesis, a query processor will be developed
based on the mediator-wrapper architecture, enabling virtual integration of het-
erogeneous, distributed data sources. The impact and sustainability is expected
to be high in future.

Acknowledgements This work is supported by the Austrian Grid Project, funded
by the Austrian Federal Ministry for Education, Science and Culture under con-
tract GZ 4003/2-VI/4c/2004.
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Collaborative systems are systems designed to help people involved in a com-
mon task achieve their goals. They are widely used today, and they’re gaining
a great consensus both inside corporations and on the World Wide Web. There
are many kinds of collaborative systems, such as Wikis (like Wikipedia), blogs,
tag-based systems (like Flickr, del.icio.us and Bibsonomy) and even collabora-
tive maps (as in Google Maps). One of the main reasons of this success is that,
as applications are becoming more and more data-driven, spontaneous user par-
ticipation adds value to a system because it helps in creating a new, unique and
hard to recreate source of data [1].

The main objective of this research project is to study collaborative systems
and the possibility to enhance them through semantics. The aim of a contam-
ination between these systems and Semantic Web technologies is twofold: on
one side, we think that the huge quantity of information created by the par-
ticipation of many users can be better managed and searched thanks to added
semantics; on the other side, Semantic Web community can exploit spontaneous
collaboration to increase the amount of knowledge described through formal rep-
resentations, making it available to many other applications. Between the many
different collaborative systems currently available we chose a couple of families
which, in our opinion, presented the most interesting open problems. On one
side, we approached Wikis and their semantic extensions [2–4]. On the other
side we studied tag-based systems (also called folksonomies), with a particu-
lar attention to social bookmarking web sites, highlighting their advantages and
their limitations[5–9].

One of the main problems which characterizes Wiki systems is that published
information is unstructured, hard to search and manage. Current research on
Semantic Wikis is trying to address this problem through formal descriptions
of Wiki contents. Folksonomies have limits which are mostly due to their self-
moderation: lack of precision, lack of recall, gaming (that is, anyone can pollute
the system intentionally with wrong information), and lexical ambiguities [8],
which do not allow to easily extract meaning from tags in ways other than
statistics and clustering. To address Wiki limitations, we are working on a model
which uses different ontology layers to describe not only the contents, but also the
context (that is, the processes and the dynamics between users inside the wiki)
and the system itself. This would make the system not only more interoperable
with other applications, but also more easy to shape, so it would better suit the
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needs of particular communities of practice[10]. For what concerns folksonomies,
we decided to extend them with semantics in two different ways. On one side,
using ontologies to describe them in a formal way: through these folksologies[11,
12], it is possible to model tag-based systems allowing for interoperability on
different levels (inside the single user space, within a system, or between different
systems and users). On the other side, using ontologies to describe folksonomy
contents rather than structure, mapping user tags inside it: this would allow users
to both have a quick, bottom-up, easy to use tag space and a more formalized,
top-down hierarchical view of their tags.

At the present time we have implemented a tool which maps tags from
del.icio.us inside Wordnet ontology and provides a new way to browse them:
this allowed us to address some of the main problems which are typical of folk-
sonomies, such as lack of recall and lexical ambiguities. We have also developed
a fuzzy model to describe tag-based systems, which allowed us to get more accu-
rate results through advanced fuzzy queries and to formally describe properties
of some particular classes of tags. Currently, we are working on a Semantic Wiki
prototype which implements the model previously described, also allowing users
to tag its contents and map their tags inside a domain ontology.
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Abstract. This thesis will address how to enable Triple Space Computing as a 
communication paradigm for Semantic Web Services. Currently, Semantic Web 
Services are following a message based communication paradigm. Triple Space 
Computing is envisioned as communication and coordination paradigm for Semantic 
Web Services which is an extension of tuple space computing to support RDF and 
then use it for communication based on the principle of persistent publication and read 
of data. Web Service Modeling Ontology (WSMO) is our conceptual model for 
Semantic Web Services. Web Service Execution Environment (WSMX) is one of the 
reference implementations of the WSMO conceptual model. The paper presents an 
overview of technical insights about integration of WSMX with Triple Space 
Computing and proposes that how WSMX can use Triple Space computing for its 
communication and coordination in terms of dynamic components management, 
external communication management, resource management and coordination of 
different interconnected WSMXs. 

 
1     Introduction  

 
Triple Space Computing (TSC) [1] has been proposed that defines the technologies and 

settings needed to develop a new paradigm for Web service communication that complies 
with the basic principles of the Web, i.e. stateless communication of resources, persistent 
publication of resources, unique identification of resources and non-destructive read access 
to resources [5]. The Triple Space Computing further adds compatibility with Web design 
principles, thus overcoming the deficiencies of message-based communication. This thesis 
addresses  

In order to overcome drawbacks in existing communication paradigm of Semantic Web 
Services, integration of Triple Space Computing becomes a necessity. It will help Semantic 
Web Services to conform to the principles of Web by allowing communication based on 
persistent publication and read of semantic data in form of RDF triples over Triple Space. It 
will allow the reuse of information while communicating as information is published 
persistently. Asynchronous communication will allow SWS to work in distributed 
environments like Web. It will help in logging the results of time consuming processes so 
that it can be reused where required. 

 
2     A roadmap for Triple Space Computing in Semantic Web Services  

 
This thesis will integrate the Triple Space Computing with WSMX [2] by analyzing that 

how and where exactly the two technologies fit together. The integration has been proposed 
[4] as three major entry points which are (1) enabling components management in WSMX 
using Triple Space Computing, (2) External communication grounding in WSMX using 
Triple Space Computing and (3) Resource Management in WSMX using Triple Space 
Computing. This integration will be used further to enable the communication of different 
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inter-connected WSMX and then to build an application scenario to show the viability. 
Each of the integration entry points have been described in subsections below. 

WSMX has a management component [3] that manages the over all execution by 
enabling coordination of different components based on some execution scenario [5] 
specified by user in Goal. In this way there is a clear separation between business and 
management logic in WSMX. The individual components have clearly defined interfaces 
and have component implementation well separated with communication issues. Each 
component in WSMX have wrapper to handle the communication issues. The WSMX 
manager and individual components wrappers are needed to be interfaced with Triple Space 
in order to enable the WSMX manager to manage the components over Triple Space. The 
communication between manager and wrappers of the components will be carried out by 
publishing and subscribing the data as a set of RDF triples over triple space. The wrappers 
of components that handle communication will be interfaced with Triple Space 
middleware.  

WSMX acts as a semantic middleware between users and real world web services [3]. 
Currently, due to existence of message oriented communication paradigm, users 
communicate with WSMX and WSMX communicate with Web Services synchronously. 
The external communication manager of WSMX is needed to provide a support to 
communicate over Triple Space. The interfaces for sending and receiving external 
messages by WSMX are needed provide a grounding support to alternatively communicate 
over Triple Space. This needs to be resolved by addressing several issues, i.e. invoker 
component in WSMX is needed to support Web Services Description Language (WSDL) 
and Simple Object Access Protocol (SOAP) communication binding over Triple Space. The 
Entry point interfaces will be interfaced with Triple Space middleware in order to provide 
the glue between existing Web Services standards and Triple Space Computing. 

WSMX contains different repositories to store ontologies, goals, mediators and web 
services descriptions as WSML based files [3]. The internal repositories of WSMX are 
needed to be made optional and enable to store the WSML based data as set of RDF named 
graphs in Triple Space Storage. This is mainly concerned with transforming the existing 
representation of data in form of WSML into RDF representation. The repository interfaces 
are needed to be interfaced with Triple Space middleware. 

After enabling WSMX with Triple Space Computing, the next step will be to enable the 
communication and coordination of different WSMXs over Triple Space, i.e. forming a 
cluster of different interconnected WSMX nodes to support distributed service discovery, 
selection, composition, mediation, invocation etc. The management component in WSMX 
is will be enhanced to coordinate with WSMX managers in other WSMXs over Triple 
Space to form a cluster.  
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Abstract. Efficient reasoning is a critical factor for successful Semantic
Web applications. In this context, applications may require vast volumes
of data to be processed in a short time. We develop novel reasoning tech-
niques which will extend current reasoning methods as well as existing
database technologies in order to enable large scale reasoning. We pro-
pose advances and key design principles primarily in: making an efficient
query execution plan as well as in memory, storage and recovery man-
agement. Our study is being implemented in Integrated Rule Inference
System (IRIS) - a reasoner for Web Service Modeling Language.

1 Problem Statement

The Web Service Modeling Language WSML1 is a language framework for de-
scribing various aspects related to Semantic Web (SW) services. We are develop-
ing IRIS2 to serve as a WSML reasoner which handles large workload efficiently.

Current inference systems exploit reasoner methods developed rather for
small knowledge bases [2]. These systems3, although utilize mature and efficient
relational database management systems (RDBMSs) and exploit a number of
their evaluation strategies (e.g., query planning, caching, buffering etc.), cannot
meet requirements for reasoning in complex SW applications. Reason for this
is found in the fact that database techniques are rather developed for explicitly
represented data, and need to be extended for dealing with implicit knowledge.

In this work we investigate a framework which generalizes relational databases
by adding deductive capabilities to them. RDBMSs suffer some limitations w.r.t
the expressivity of their language. Full support for recursive views is one of them
[3]. Further on, negation as failure is recognized as a very important nonmono-
tonic property for the Semantic Web. RDBMSs, although deal with negation
as failure, can not select a minimal fixpoint that reflects the intended meaning
in situations where the minimal fixpoint may not be unique. Our framework,
although exceeding capabilities of RDBMSs, does not compromise their perfor-
mance.

Current reasoners cannot cope with large data sets (i.e., relations larger than
system main memory). Hence a reasoner needs to deal effectively with portions of

1 WSML: http://www.wsmo.org/TR/d16/d16.1/v0.2/.
2 IRIS: http://sourceforge.net/projects/iris-reasoner/.
3 Reasoners which utilize persistant storage: KAON2, Aditi, InstanceStore, DLDB.
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relations (possible distributed over many machines), and sophisticated strategies
for partition-level relation management are required. Consequently, a relevant
topic for our present and future work is: The development of effective optimiza-
tion algorithms as well as distribution and memory management strategies for
reasoning with large data sets.

2 Efficient Large Scale Reasoning: an Approach

We will now give a short overview of our approach to achieving effective reasoning
with large data sets.

Unlike other inference systems4, which utilize SQL to access existential rela-
tions, we tightly integrate IRIS with its storage layer (i.e., rules are translated
into relational algebra expressions and SQL is avoided as an unnecessary over-
head). We extend embedded RDBMS query optimizer (which is rather designed
to be used for extensional data) for derived relations. The estimation of the size
and evaluation cost of the intensional predicates will be based on the adaptive
sampling method [4, 1], while the extensional data will be estimated using a
graph-based synopses of data sets similarly as in [5]. Further on, for reasoning
with large relations, run time memory overflow may occur. Therefore in IRIS
we are developing novel techniques for a selective pushing of currently processed
tuples to disk. This technique will be further extended for data distributed over
many disks (e.g., a cluster of machines). Such techniques aim to enable IRIS to
effectively handle large workload which cannot fit in main memory of the system.

Our framework comprises a recovery manager and thus features fault-tolerant
architecture. Using logging and replications we ensure that, when a crash occurs,
the system may continue with an ongoing operation without loss of previously
computed results.
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Towards a Semantic Wiki for Science

Christoph Lange
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Collaborative work environments (CWEs) for scientific knowledge have many
applications in research and education. In recent years, successful platforms open
for anyone appeared on the web, e. g. Wikipedia and PlanetMath, a wiki particu-
larly tailored to mathematics, or Connexions, a CMS for general courseware1.
Thanks to flexible content creation and linking, similar systems also support
corporate knowledge management, but they lack services desirable for effective
scientific knowledge management. For example, full text search is not suitable
for mathematical or chemical formulae2, and tagging pages does not help to find
unproven theorems about triangles. Current semantic wikis [5] solve the latter
problem by typing pages and links with terms from ontologies, but they do not
support formula search, which would require structural semantic markup (SSM),
a common approach in mathematical knowledge management.

Further semantic services that have been realised on the Semantic Web, but
not yet in open CWEs, include dependency maintenance across changes and
learning assistance by suggesting direct and indirect prerequisites to the scholar.
How can the knowledge that is available in CWEs (e. g. the RDF graph behind
a semantic wiki) be used for more than just displaying navigation links, some
editing assistance, and semantic search? I will investigate whether a CWE can
be turned into an integration platform for semantic services by first creating a
uniform ontology abstraction layer at its core3 and prototype such an application
that supports SSM formats for various scientific domains based on the semantic
IkeWiki [3], as wikis particularly support the stepwise formalisation workflow
required for scientific SSM (cf. [3,1])4.

SSM, already having many applications in mathematics (e. g. in the context
of the OMDoc XML format [1]), is currently being extended towards other
sciences. Research conducted in our group showed that a three-layered model
of knowledge can be assumed in mathematics and physics, and probably in
most other sciences: Objects (symbols, numbers, equations, molecules, etc.),
statements (axioms, hypotheses, measurement results, examples, with relations
like “proves”, “defines”, or “explains”) and theories (collections of interrelated
statements, defining the context for symbols) [1]. For Semantic Web software,
these classes and relations need to be formalised in an ontology ; I will base my
system on the ontologies behind scientific markup languages, and, following the

1 See http://www.{wikipedia,planetmath,cnx}.org.
2 c =

√
a2 + b2 can mean the same as x2 + y2 = z2.

3 Ontology support is mostly optional in current systems.
4 The related se(ma)2wi [6] system is an experiment with a Semantic MediaWiki fed

with mathematical knowledge formatted in OMDoc. The semantic structure of the
formulae and the links between pages is lost during this conversion, though.
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assumption that sciences have common traits like the notion of a “theory” or a
“dependency” relation among theories, a generic upper ontology of these. To date,
merely part of the ontologies behind SSM formats are given as human-readable
specifications; I will formalise and generify them in OWL. In a scientific CWE,
one page would usually contain one statement, one small theory, or a course
module aggregating a few of them. A generic mapping mechanism between XML
schemata and ontologies will be applied to extract knowledge that is relevant for
semantic services from those XML pages to an RDF representation.

As SSM is inherently hard to edit manually, the interaction with the semantic
services will be designed in a user-centered way, where the benefits of services like
enhanced search and navigation are shared with the users in order to motivate
them to contribute. One such service is an ontology-based auto-completion of link
targets in the editor. Not all page names starting with the letters typed so far
are suggested, but only those pages whose type matches the range of the relation
the current link represents. Further planned services include a learning assistant
that suggests to explore transitive dependencies, a dependency maintenance
assistant, as well as connecting the system to external services already available,
e. g. MathWebSearch5. A preliminary classification suggests that most of the cross-
domain services can indeed be modeled on top of the abstraction layer provided
by the above-mentioned upper ontology; a formal analysis of the demands of
the services on knowledge representation will follow. A challenge is, however,
making the different levels of reasoning required by the services (plain triple
query for auto-completion vs. computing compositions of relations for dependency
management) work smoothly in an inherently inconsistent collaborative setting.

An existing prototype of a wiki for OMDoc [2], featuring basic functionality
like page editing, rendering as XHTML+MathML and typed navigation links
from a user’s perspective, and a basic OMDoc/XML to RDF mapping from a
knowledge representation perspective, will be completely redesigned by introduc-
ing a generic ontology-based abstraction layer and integrating semantic services
on top. It will be evaluated in a cross-domain case study with scientists and in an
educational case study with students, leading to feedback for the ontology design.
If the abstraction layer approach does facilitate the design and integration of
semantic services that increase benefit and reduce users’ investment, improving
other CWEs, even in non-scientific domains, in a similar way will become possible.

1. M. Kohlhase. OMDoc – An open markup format for mathematical documents
[Version 1.2]. Number 4180 in LNAI. Springer, 2006.

2. C. Lange. SWiM – a semantic wiki for mathematical knowledge management.
Technical report, Jacobs University Bremen, 2007.

3. S. Schaffert. Semantic social software – semantically enabled social software or
socially enabled semantic web? In Sure and Schaffert [4].

4. Y. Sure and S. Schaffert, editors. Semantics: From Visions to Applications, 2006.
5. M. Völkel, S. Schaffert, and S. Decker, editors. 1st Workshop on Semantic Wikis,

volume 206 of CEUR Workshop Proceedings, Budva, Montenegro, June 2006.
6. C. Zinn. Bootstrapping a semantic wiki application for learning mathematics. In

Sure and Schaffert [4].
5 http://search.mathweb.org
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Abstract. Recent work in the field of middleware technology proposes semantics-
aware tuplespaces as a tool for coping with thescalability, heterogeneityanddy-
namismissues arising in distributed environments such as the (Semantic) Web.
The fact that (Semantic) Web services communicate by synchronous message
exchanges initiatedtriplespace computing. The aim was to bring the Web’s “per-
sistently publish and read” paradigm to service computing. Based on experiences
with ontologies in traditional middleware we argue that ontology-driven manage-
ment will be a major asset of semantic tuplespaces compared to traditional ones.
In this research we look at ontology-based metadata to enhance semantic space
infrastructures to become reflective middleware.1

1 Introduction

Middleware is software that connects distributed components and applications. (Se-
mantic) Web services are seen to be a promising and currently widely researched mid-
dleware approach in particular for large scale systems. Unfortunately Semantic Web
services have inherited the Web service communication model, which is based on syn-
chronous message exchange, thus incompatible with the architectural model of the
Web. Analogously to the conventional Web, truly Web-compliant service communi-
cation should be based on persistent publication in order to allow the communicated
data to outlive the services publishing or consuming it. Recent middleware technology
proposes semantics-aware tuplespaces as a tool for coping with thescalability, hetero-
geneityanddynamismissues of large scale open systems. Our proposition istriplespace
computing: RDF triples create a natural link from thespace-basedcomputingparadigm
into the (Semantic) Web.

2 Research Problem

Various semantics-aware space projects matured the semantic coordination and data
models; see TSC [1], Semantic Web Spaces [4], and the joint successor TripCom. These
projects do however not yet sufficiently address the non-functional properties of mid-
dleware, e.g. distribution, scalability, reliability or dynamism.

A critical concept to deal with management issues in the absence of centralized con-
trol is metadata. Ontology-based metadata seem to be the natural choice for triplespace
computing. In fact ontology-driven middleware management is seen to be one of the

1 Supported by TSC (FIT-IT, tsc.deri.at) and TripCom (IST-4-027324-STP, www.tripcom.org)
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major assets of semantics-aware tuplespaces over traditional approaches. Still, the afore-
mentioned projects largely neglect this fact or have failed to show the procedures. This
leads to our main research question:
Main Question: what does an ontology-based metadata vocabulary have to incorpo-
rate and how can it be modelled in order to enhance triplespaces to become reflective
for large scale open systems?

The main question is divided into three sub-questions:
Q.1 how to ontologize the space middleware and the data in order to provide reflective
management of core non-functional properties, in particular distribution?
Q.2 what requirements result from personalization and usage-awareness and which
additional metadata modules are needed?

Question Q.3 is concerned with the application of the vocabularies to an existing
implementation and the evaluation of its usability to the distribution property:
Q.3 how can metadata be acquired and provided to participating nodes in order to
improve the data distribution within the reflective middleware?

Improving the distribution influences at ones the overall performance (network-
driven distribution) and the search efficiency (usage-driven distribution).

3 Expected Contribution

First ideas for a management ontology were developed in TripCom [2]. In [3] we outline
key factors for context modeling ontologies: traceability, comparability, logging and
quality of data, extensibility, genericity, completeness and scalability. Similar criteria
will form the basis for our management ontologies. To increase the interoperability and
adoptability we investigate the mapping of our vocabularies to foundational ontologies.
Such mappings foster wider understanding which is crucial for data coordination.

As outcome of this research we expect a metadata infrastructure that is tailored to
the management processes present in reflective space middleware. We seek ontologies
in the domain of distributed (semantic) information management on the one hand and
adaptability, personalization on the other. As it is advisable to use small and simple
ontologies that are easier adopted and reused in the large, we will come up with well-
integrated, but distinct ontologies for the respective tasks – in particular distribution.
Therewith we expect to significantly contribute to the success of triplespace computing
by enhancing the management procedures with our ontologies that go beyond the ones
of TripCom.
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1 Abstract

In recent years, the use of streamed digital video as a teaching and learning
resource has become an increasingly attractive option for many educators as an
innovation which expands the range of learning resources available to students by
moving away from static text-and-graphic resources towards a video-rich learning
environment. Streamed video is already widely used in some universities and it
is mostly being used for transmitting unenhanced recordings of live lectures.

What we are proposing is a way of enriching this video streaming scenario in
the eLearning context. We want to extract information from the video and the
correlated materials and make them searchable. Thus, the aim of this thesis is
to create a semantically searchable collection of video lectures.

In the literature, surprisingly little information can be found about speech
and document retrieval in combination with lecture recording. There are interest-
ing examples of e-lecture creation and delivery e.g. [5], audio retrieval of lecture
recording [3] that explore automatic processing of speech, or systems such as
the eLecture portal [1] which indexes the audio and also the text of the lecture
slides. But to the best of our knowledge there is no system which combines and
synchronizes the different modalities in a searchable collection.

What we propose is enabling the search and navigation through the different
media types presented in a frontal lecture with the addition of the video record-
ing. In video indexing domain Snoek and Worring [4] have proposed to define
multimodality as ”the capacity of an author of the video document to express a
predefined semantic idea, by combining a layout with a specific content, using at
least two information channels”. The channels or modalities of a video document
described in [4] are the visual, auditory and textual modality.

We believe that using more than one modality – as explained in [2] – could
increase productivity also in the context of e-learning, where it is really frequent
to scan for information. Our main focus is to enable search on two modalities;
in particular we will index the auditory modality of video lecture content based
on transcription obtained with automatic speech recognition tools and on tex-
tual modality using text indexing on the related materials. Furthermore, we do
not just want to present an enhanced version of the current state of the art in
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e-lecture retrieval but we also envision to add semantic capabilities to the search
functionalities in order to provide a superior learning experience to the student
(personalized search, personalized learning path, relevant contextualization, au-
tomatic video content profiling...).

The application we are proposing is a way to provide a tool for students
to enable more flexibility in e-Lectures consumption. The student could seek
inside a collection of learning lectures and related materials (desktop activi-
ties recording, PowerPoint presentations, interactive whiteboard tracks...). The
search could also be personalized to meet the student demands. For each hit the
system would display the lectures video-recording and the temporally synchro-
nized learning materials. Another benefit we want to archive using Semantic Web
techniques is to present a profile information of the content of the video lecture,
this could lead to an improvement of the state of the art in the video-indexing
field allowing automatic profile annotation of the content of the video.

The research work specifically addressed by this thesis will investigate the
following challenges:

– Finding an innovative way for mastering the gap between information ex-
traction and knowledge representation in our context. For each video and
related learning resource an RDF representation would be extracted. The
created graph would be navigated during the search task to find the re-
quested information and suggest related topics using ontology linkage. We
will use ontologies for high level lecture description and query understanding.

– Automatic content description of the presented learning material. A textual
description of the content of a video result, lecture or course would be pre-
sented at the user. This could be realized presenting a profile information of
the knowledge extracted from the video and the related material.

– Evaluation of the tool value for improving the student performance and for
shortening the learning time we will conduct before and after the semantic
enhancement.
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Abstract. This abstract introduces a new kind of corporate knowledge
management system, using a Semantic Web layer on the top of existing
Web 2.0 tools in order to provide value-added services to end-users.

1 Motivations and research problem

EDF R&D1 is a research center dedicated to energy domain. Due to its corporate
culture and the fields it deals with, there is a real difficulty to make people share
their knowledge within the company. In order to solve these problems and incite
people to better exchange information, a corporate Web 2.0 platform - including
blogs, RSS feeds and wikis - was recently introduced. Yet, these tools quickly
showed some limitations regarding information integration, capitalization and
retrieval. Indeed, if they provide efficient ways to publish information, they raised
various issues as informations heterogeneity, re-usability of created data, ways
of consuming information depending the user point of view...

This Ph.D. work focuses on how existing Web 2.0 tools can be part of the
Semantic Web to (1) populate domain ontologies and immediately get bene-
fits from these ontologies, their instances and relations among them to produce
value-added tools and mash-up interfaces and (2) share a common model to de-
scribe information and index content in order to let users efficiently retrieve and
exchange information; creating what we call a Collaborative Semantic Space.
Among others, some questions to be answered in this Ph.D. work are: how can
folksonomies be integrated with the Semantic Web and what such an approach
can offer to tag-based search interfaces ? What about knowledge extraction from
blogs and wikis and ontology population, in both editing and querying ? What
kind of interfaces and services can prove the usefulness of the Semantic Web and
domain ontologies in an industrial context ?

2 Proposed Approach and Contract with Existing Ones

In order to solve the issues mentioned before, our approach is similar to the
RDF bus[1] architecture, since we have (1) a set of ontologies designed to repre-
sent both the documents and their content, (2) add-ons to existing and already
1 Eléctricité de France Recherche et Développement, see http://rd.edf.fr.
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2

used tools to provide RDF export of their data and (3) a triple-store to cen-
tralize triples and provide exports thanks to services plugged to its SPARQL
endpoint. This, we did not created a new Semantic Web integration framework
as CoMMA[4] or SCORE[6] but focused on adding a Semantic Web layer on
the top of existing services. These add-ons (1) automatically translate data to a
common format using the SIOC ontology and (2) provide semi-automatic ways
to populate or link to domain ontologies, keeping user interfaces as simple as
possible.

Regarding semantic blogging[3], we proposed a way to create a bridge be-
tween folksonomies and ontologies in order to solve problems they raised and
offer a better search experience, as topics suggestion[5]. About wikis, we are cur-
rently working on a templated semantic wiki engine to let anyone create ontology
instances and relations between them, without learning a specific syntax, what
we think is a key feature for the adoption of the Semantic Web by end-users.

Regarding ontologies, we distinguish ontologies that represent the internal
architecture of the system and the ones that represent content. Rather that
defining a specific internal ontology as in CoMMA, we decided to use SIOC - an
ontology for online communities, in which we have been involved - as a core of our
system. In order to describe business data, we decided to use various ontologies
as FOAF, DOAP or the geonames.org one, mapped with DOLCE[2] to have
a stronger formalism behind. Thus, our system can import external resources
without data integration issues, creating a link between open RDF data and
enterprise information systems.

Finally, regarding data storage and exports, we decided to use a system
providing a SPARQL endpoint so that new services could be easily plugged over
HTTP, providing different ways to query, visualize or combine data for users.

3 Conclusion and Future Works

Right now, we have provided the basis for this Collaborative Semantic Space,
that let us see how existing services can be integrated thanks to Semantic Web
technologies, and what it can offer to end-users.

Among our future works, we will use the ontology to automatically index
RSS feeds that users are subscribed to, and see how it can help to create virtual
feeds depending on users interests, that can help to solve the problem of evolving
annotations on the Semantic Web. Another part of the work will be to see how
ontologies can help to find social networks within this Collaborative Semantic
Space. For example, we would like to be able to find all engineers interested in
european companies working on tidal energies. Finally, since we can add services
to our system thanks to the use of its SPARQL endpoint, another goal will be
to provide new and unforeseen services and query interfaces for RDF data.
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RDF is a proposal of the W3C to express metadata about resources in the
Web. The RDF data model allows several representations, each one with its own
limitations at expressive power and support for the tasks of query answering and
semantic reasoning. In this paper, we present a directed hypergraph model for
RDF to represent RDF documents efficiently, overcoming those limitations.
1 Related Work
An RDF document can be viewed as a graph: nodes are resources and arcs
are properties. Formally [4], suppose there are three infinite sets: U (URIs),
B = {bj : j ∈ N} (blank nodes), and L (literals). (s, p, o) ∈ (U∪B)×U×(U∪B∪L)
is an RDF triple, s is called the subject, p the predicate, and o the object. An
RDF graph T is a set of RDF triples. The universe of T , univ(T ), is the set of
elements of U∪B∪L that occur in the triples of T . sub(T ) (resp. pred(T ), obj(T ))
is the set of all elements in univ(T ) that appear as subjects (resp. predicates,
objects) in T . RDF graphs allow several representations: labeled directed graphs
(LDG) [4,7], undirected hypergraphs (UH) [5], and bipartite graphs (BG) [5,6].

In the LDG model, given an RDF graph T , nodes in V are elements of
sub(T ) ∪ obj(T ), and arcs in E are elements of pred(T ) [4,7]. Each (s, p, o) ∈ T

is represented by a labeled arc, s
p−→ o. The number of nodes and arcs for LDG

representation is |V | ≤ 2|T | and |E| = |T | [5]. This approach may violate some
of the graph theory constraints. Thus, while LDG model is the most widely used
representation, it can not be considered a formal model for RDF [1].

In the UH model, given an RDF graph T , each t = (s, p, o) ∈ T is a hyperedge
in E and each element of t (subject s, predicate p, and object o) is a node in V .
The number of nodes and hyperedges for UH representation is |V | = |univ(T )|
and |E| = |T | [5]. However, UH represent RDF documents as a generalization of
undirected graphs, losing the notion of direction in RDF graphs, which impacts
the task of semantic reasoning. Besides, it can be hard to graphically represent
large RDF graphs, like the museum example [2].

In the BG model, given an RDF graph T , there are two types of nodes in
V : statement nodes St (one for each (s, p, o) ∈ T ) and value nodes V al (one for
each x ∈ univ(T )). Arcs in E relate statement and value nodes as follows: Each
t ∈ St has three outcoming arcs that point to the corresponding node for the
subject, predicate, or object of the triple represented by t. The number of nodes
and arcs for BG representation is |St| = |T |, |V al| = |univ(T )|, and |E| = 3|T |
[5,6]. While BG satisfy the requirement of a formal model for RDF, issues such
as reification, entailment and reasoning have not been addressed yet [1].
2 Proposed Solution
Directed hypergraphs (DH) have been used as a modeling tool to represent
concepts and structures in many application areas: formal languages, relational
databases, production and manufacturing systems, public transportation sys-
tems, between others [3]. RDF DH are formally defined as follows:
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Definition 1. Let T be an RDF graph. The RDF directed hypergraph represent-
ing T is a tuple H(T ) = (W,E, ρ) such that: W = {w : w ∈ univ(T )} is the set
of nodes, E = {ei : 1 ≤ i ≤ |T |} is the set of hyperarcs, and ρ : W×E → {s, p, o}
is the role function of nodes w.r.t. hyperarcs. Let t ∈ T be an RDF triple,
e ∈ E an hyperarc, and w ∈ W a node such that w ∈ head(e) ∪ tail(e).
Then the following must hold: (i) (ρ(w, e) = s) ⇔ (w ∈ tail(e))∧(w ∈ sub({t})),
(ii) (ρ(w, e) = p) ⇔ (w ∈ tail(e)) ∧ (w ∈ pred({t})), and (iii) (ρ(w, e) = o) ⇔
(w ∈ head(e)) ∧ (w ∈ obj({t}))

The information is only stored in the nodes, while hyperarcs preserve the role
of nodes and the notion of direction in RDF graphs. Thus, the space complexity
of our approach must be smaller than the complexity of representations in section
1. The number of nodes and hyperarcs for DH representation is |W | = |univ(T )|
and |E| = |T |. Besides, concepts and algorithms of hypergraph theory could be
used to manipulate RDF graphs under this representation.
3 Preliminary Experimental Results
Labeled directed graph (LDG) and directed hypergraph (DH) representations
were studied over twenty synthetic simple RDF documents, randomly genera-
ted using an uniform distribution. Around 33% of the resources simultaneously
played the role of subject, predicate, or object. Document sizes were increased,
ranging from 1000 to 100000 triples. We used two metrics in this study: (a) the
space in memory required to store information, measured as the number of nodes
and arcs and (b) the number of comparisons required to answer an elemental
query. In both cases, the LDG approach showed a trend of linear dependence on
the size of the document, while DH exhibited a more independent behavior.
4 Conclusions and Future Plan
We proposed a directed hypergraph model for RDF. Initial results make us be-
lieve that our approach scales better than existing representations. In the future,
we propose to: (1) extend this representation for RDFS graphs, (2) develop query
evaluation algorithms for conjunctive and SPARQL queries, (3) study the im-
pact of this model on the tasks of query answering and semantic reasoning, and
(4) conduct empirical studies to analyze the goodness of our approach.
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1 Research Problem 

Up to now, there is no established methodology for the design of a geospatial ser-
vice-oriented architecture (SOA), e.g., for environmental risk management applica-
tions. However, there are key design guidelines and constraints imposed by corre-
sponding standards of ISO and the Open Geospatial Consortium (OGC). Standards 
exist on both the abstract (i.e. platform-neutral) and the concrete (i.e. platform-
specific) level, e.g. Web services, but still focus on syntactic interoperability. 

An example motivates the application of semantics: As part of a forest fire risk as-
sessment process in Spain the need to access to “vulnerable infrastructure in Catalo-
nia” has been identified. The abstract service platform offers the capability of a ge-
neric feature (object) access service that supports queries with geospatial filters. 
Currently, it is up to the SOA designer to establish a conceptual connection between 
“infrastructure in Catalonia” and “features”. An ontological approach that knows the 
subsumption chain (“road” is-a “infrastructure element” is-a “feature”) and knows 
that “Catalonia” is a geographical concept would help in the “early service discovery” 
and would open up new perspectives for (semi-)automated service engineering. 

 
Fig. 1: Mapping of requirements to capabilities 

A generic solution to such a design problem leads to the scientific kernel problem 
of semantically matching requirements of one abstraction layer A to capabilities of 
another abstraction layer B (see Fig. 1), taking side conditions explicitly into account. 
This kernel problem iteratively occurs when user requirements are broken down to 
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capabilities of the next level. The task of mediation as a generic mechanism to bridge 
the gap between heterogeneous descriptions and/or expectations [2] plays a key role.  

The thesis proposes a semantic SOA modelling framework (MFgeo) as a solution.  

2 Methodology 

Five different ontology types are proposed in [1] that contribute to forming a geo-
spatial system. With MFgeo the thesis proposes a complementary, geospatial SOA 
design ontology as missing link for the design phase targeted at analysts and archi-
tects of geospatial applications. Emerging semantic web services frameworks such as 
WSMO, OWL-S or WSDL-S form the baseline of the methodology and will be con-
sidered in the context of existing geospatial ISO/OGC standards. MFgeo will support 
1. annotation of informational, functional and qualitative requirements and discovery 

of capabilities triggered by domain, service and quality of service ontologies, 
2. an iterative design process with a flexible mediation technique of requirements and 

capabilities taking side constraints, e.g. compliance to OGC standards and re-use of 
existing information and service models, explicitly into account, 

3. means to document the design process enabling traceability of the user require-
ments and validation using reasoning tools, and 

4. the specification of policies to monitor and control the operation of deployed ser-
vice networks. 

3 Current Results and Planning 

Result so far is the architecture specification of the European Integrated Project 
ORCHESTRA [3] accepted as OGC discussion paper that has extended the OGC Ref-
erence Model by 1) a common meta-model approach for the service and information 
viewpoint, 2) the modelling of the mapping from the abstract to the concrete service 
platform, 3) a meta-information schema enabling semantic descriptions of geospatial 
resources, and 4) the consideration of policies in the engineering step of service net-
works. The current work focuses on semantic extensions of [3] followed by the design 
of MFgeo in 2008. The approach will be assessed by using MFgeo for an alternate on-
tology-driven design of an existing ORCHESTRA pilot application. 
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Abstract. Large and complex enterprise systems face the same kind of
information processing problems that exist on the web in general, and
constructing an ontology is a crucial part of many solutions. Construction
of enterprise ontologies needs to be at least semi-automatic in order to
reduce the effort required, and another important issue is to introduce
further knowledge reuse in the process. In order to realise these ideas
the proposed research focuses on semi-automatic ontology construction,
based on the methodology of case-based reasoning.

1 Introduction

When developing semantic applications for enterprises, constructing the enter-
prise application ontologies is a crucial part. Manual ontology engineering is a
tedious and complex task. Another issue is knowledge reuse, common practises
of the business world should be exploited as well as drawing on best practises in
ontology engineering. By combining patterns with a case-based reasoning view,
we aim at developing a novel semi-automatic ontology construction approach.

2 Background and Related Work

Our research focuses on application ontologies within enterprises, mainly for
structuring and retrieval of information. We view an ontology design pattern as
an ontology template, which is self-contained, comprised of a set of consistent
ontology primitives, and intended to construct a part of some ontology. Related
work on ontology patterns focus mainly on templates for manual use (like in [1]).

Recent developments in ontology engineering involve ontology learning (OL)
as in [2], [3] and [4]. A major problem is that much of the information in a
company is not explicitly stated, this is one issue where patterns can be of
assistance. Case-based reasoning (CBR) is trying to mimic human behaviour,
using previous experience to solve new problems. A case is a problem situation,
previously solved cases are stored in the case base for reuse. The CBR process
is viewed as a cycle of four phases: retrieval, reuse, revision and retaining cases.

3 Research Hypotheses

In our research some specific research questions have been derived, that can then
be reformulated as the following hypotheses:
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– CBR gives a framework for further automation of the ontology construction
process, compared to related semi-automatic approaches that exist today.

– Using the CBR methodology (with patterns) can improve the quality of the
generated ontologies compared to existing semi-automatic approaches.

– Automation reduces the total construction effort.
– Domain knowledge and engineering experience can be reused through pat-

terns.

To verify the hypotheses the proposed method must be evaluated and com-
pared to manual approaches as well as the related OL approaches stated earlier.
The result produced by the method must be evaluated and shown to be of better
quality compared to the result of related semi-automatic approaches.

4 Proposed Approach

The basis of a CBR approach is the case base and its content. In our approach
the case base corresponds to a pattern catalogue (pattern base). The design
patterns are represented as small ontologies and the architecture patterns are
sets of constraints on the combination of design patterns, and may also include
connections to specific design patterns.

The retrieval phase constitutes the process of analysing the input text cor-
pus and deriving its representation, then matching this to the pattern base and
selecting appropriate patterns. The reuse phase concerns the reuse and adapta-
tion of the patterns, combining them into a first ontology. The revision phase
includes extending the ontology, based on evaluation results. Retaining patterns
includes the discovery of new patterns as well as improving existing patterns.

In our approach there is uncertainty inherent in all the described steps. For
example each ontology primitive of the input representation have a certain degree
of confidence associated, and the patterns are in themselves associated with a
certain level of confidence. The levels of confidence are transferred onto the
constructed initial ontology and can be used when evaluating it.

The main contributions of this approach is envisioned as both further au-
tomation of the ontology construction process, but in addition an increased
quality of the produced ontology, as compared to other existing OL approaches.
This increased quality will mainly be due to the use of patterns and the presence
of an evaluation and revision phase in the method.

References

1. Gangemi, A.: Ontology Design Patterns for Semantic Web Content. In: Proceedings
of ISWC 2005. Volume 3729 of LNCS., Springer (2005) 262–276

2. Cimiano, P.: Ontology Learning and Population from Text: Algorithms, Evaluation
and Applications. Springer Science (2006)

3. Fortuna, B., Grobelnik, M., Mladenic, D.: Semi-automatic Data-driven Ontology
Construction System. In: Proc. of IS-2006, Ljubljana, Slovenia (2006)

4. Iria, J., Brewster, C., Ciravegna, F., Wilks, Y.: An Incremental Tri-partite Approach
to Ontology Learning. In: Proc. of LREC2006, Genoa (2006)

Proceedings of KWEPSY2007 Page 101 of 107



Semantic (Group Formation) 
PhD Research Proposal* 

 
Asma Ounnas† 

 

School of Electronics and Computer Science 

University of Southampton, UK 

ao05r@ecs.soton.ac.uk 

 

 

1 Motivation 
 

For decades, group formation has been a subject of study in many domains. In learning, teachers form 

groups of students for different types of collaborative activities. For the formation to be efficient, teachers 

need take into account any constraints that can influence the performance of the group as a whole and that 

of the individuals within the group, such as students’ previous experience, gender, nationality, and interests. 

The formation of groups in this context involves the creation of balanced groups in terms of expected 

performance in addition to maximizing each individual’s goal from the collaboration. As the number of 

formation’s constraints grows, forming groups that satisfy these constraints increases in complexity. We 

know that the Semantic Web (SW) aims at providing a promising foundation for enriching resources with 

well defined meanings and making them understandable for programs and applications. The potential of the 

SW in this context has allowed the semantic formation of social networks to be successful [1]. From this 

point, we trust that the problem of constraint group formation can as well be solved using SW technologies. 

The question is how to apply the SW vision to the problem, and take the most of its potential to apply it in 

real life applications such as e-learning. In particular, the problem can be formulated as how can we 

generate optimal groups by reasoning over possibly incomplete data about the students.  

 

 

2 Research Overview and Essential Questions 
 

Since forming groups of students with attention to constraint satisfaction is not a simple task for the 

teacher to do manually, especially for a large number of students, the proposed research is intended to 

investigate the automation of constrained group formation. In order to cover different types of collaborative 

activities, we consider the formation of different types of groups including: Teams, Communities of 

Practice (CoPs), and Social Networks (SNs). We believe that by reasoning on learners’ profiles and the 

teacher’s constraints, we can achieve a powerful foundation for automated group formation. With respect to 

SW concepts, our present and future work intends to give appropriate answers to the following questions: 

What do we model for the formations of different types of groups? How do we enable the teacher to get the 

group formation they want? How do we achieve that formation? And how effectively we achieved it? Due 

to their self-organized nature, for formation of CoPs and SNs to be effective, the instructor has to provide a 

degree of dynamic self organization within these groups. In this research we address the question of how do 

we enable the dynamic formation of instructor-initiated CoPs and SNs? If we do not have all the required 

information about the users, how do we process the formation with incomplete data? Can we find this data 

or similar data and substitute it to maintain the robustness of the grouping?  Where can we get this data, and 

what type of data should it be? If we substitute the data, how significant is the measurement of the 

correlations between the required data and the alternative one? 

 

 

3 Research Methodology  
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To answer the research questions and examine the soundness of the assumed hypotheses, we aim at 

building a Semantic Web based system that allows the instructor to automatically form different types of 

groups. The formation of the groups generated by the system will then be evaluated based on the quality of 

the generated groups, and the robustness of the formation in case of incomplete data. 

1. Research Implementation: The system will have three main components:  

1.  The Ontology: called Semantic Learner Profile (SLP), the ontology is an extension of the FOAF 

vocabulary that aims at providing semantic data about the learner [2] for the formation of all types of 

groups. Each student has an extended foaf file that can be updated at any time. This allows them to publish 

data about themselves using a URI, which enables the data to be referred to from any dataset. An interface 

based on foaf-a-matic (http://www.ldodds.com/foaf/foaf-a-matic.html) will be provided to facilitate the creation 

of these profiles. Since FAOF allows the users to define their friends, social connections can be made for 

CoPs and SNs formation. As the students can modify their friends’ list at any time, the relationships links 

between them allow a dynamic formation which provides the groups with a degree of self-organisation. 

2.   The Instructor Interface: The teachers will be allowed to choose the constraints they want to base the 

formation on. They will be provided by an option that enables them to set constraints on those values and 

the relationship between those values. The interface will also enable the instructor to rank the importance of 

these constraints to enable the system to manage compromises based on these priorities.  

3.   The group generator: The group generator will be supported by a set of rules that represent different 

formation algorithms that allows reasoning on the data provided by the learners and the teacher in order to 

generate effective groups. The system will be empowered by Jena inference engine and SAPRQL for 

querying over the data. To allow an effective grouping, students are to be encouraged to create meaningful 

descriptions of themselves with as much details as they can. In case they do not provide all required data 

for a formation, the instructor will be supported by an option that enables the system to use Semantic Web 

mining techniques to look for the missing data in the web and form correlations to the required data. 

Moreover, we need to address the data provenance, especially if it is extracted from blogs and web pages. 

2. Research Evaluation: To evaluate the system and hence the research hypotheses, we intend to test the 

system  on real life data by forming groups of students taking a software engineering course (SEG) in the 

University of Southampton. To ensure the system is tested for different groupings we also use randomly 

generated data, and a simulated population of students. For this, a person generator is created. The 

efficiency of the system will be measured based on the quality of the formation provided by the system 

which involves: to what degree did each generated group meet satisfied the constraints, how many groups 

satisfied the constraints, and what is the systems confidence in generating successful grouping. The same 

measures will be applied to evaluate the system’s capability to form groups with incomplete data. 

 

 

4 Current Status  
 

So far, we implemented the SLP ontology, and the random person generator. Both the student interface 

and simulated data are currently under development. To support the creation of the simulated data and 

prepare for the evaluation of the semantic formation on the real life data next year, we are currently running 

an observational study based on two questionnaires one to get information about the student, and the other 

to evaluate the group formation. The questionnaires are given to the students taking the SEG course this 

year who have already been grouped manually by the teacher based on their previous grades and gender. 

This observational pre-study will enable us to compare the results of this manual formation with the 

automated semantic formation, which is intended to run as a controlled study on the same course next year. 

Moreover, the pre-study will help in getting information about the students’ population for the creation of 

the simulated data. For our future work, the core components of the semantic formation system are to be 

implemented so that the hypothesis of the research can be evaluated. Future work will include more 

research on managing group formation with incomplete data. 
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1 Introduction

Semantic Web Services (SWS) are distributed and reusable software components
that are described using standard formal languages like SWDL or OWL-S. SWS
can be automatically discovered, invoked and combined. Complex applications
can be built combining different Web Services and therefore, it is important to
provide assisting tools to help in the composition process [6].

Planning techniques can be used to find the flow of services that accom-
plish a specific task. Several approaches have been tried in software component
composition [4], but all of them have a common requirement: the domain must
be completely formalized, and this is very difficult in real domains. Case Based
Planning (CB Planning) [2] tries to solve this deficiency using cases that repre-
sent past experiences, i.e., plans that were used to solve previous problems. On
the other hand, HTN-DL planning [5] is a very new approach that combines
the power of hierarchical planning with the inference capabilities of Description
Logics.

In my thesis I propose to combine CB Planning and HTN-DL to obtain a
hierarchical planner that utilizes the best of both worlds.

2 Related work

The problem of web service composition has been studied extensively in recent
years [6, 4]. Hierarchical planning (HTN Planning) [1] is a modern type of plan-
ning that tries to resolve problems by dividing them into simpler subproblems.
HTN planning has been used successfully in complex domains, like SWS com-
position [7, 3].

HTN-DL [5] is a new HTN extension in which the domain, the problem and
the current state are described using an ontology in OWL. HTN-DL works with
the Open World Assumption and takes advantage of the inference capabilities
of Description Logics (DL) in the planning process. Furthermore, it can work
directly form a description in OWL-S of the available SWS.
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3 My proposed approach: Case-Based HTN-DL Planning

The main drawbacks of HTN-DL are that it is much slower than classical plan-
ning and that needs an exhaustive domain description.

Case-Based Planning [2] adapts cases or past experiences to solve new pro-
blems. They key idea is that similar problems usually have similar solutions.
The main features of CB Planners are: they can solve problems even without an
exhaustive description of the domain because the cases can store implicit know-
ledge about the domain (maybe the validity of plans can not be checked, but the
planner can guest its validity based on previous experiences); they can enhance
the performance and accuracy with use, by just learning new experiences (cases);
and they use the cases as heuristics in order to find solutions exploring a small
part of the search space (these heuristics can improve as more quality cases are
available).

In my thesis I propose to combine Case Based Planning and HTN-DL in order
to obtain the best of both worlds (CB HTN-DL Planning) and apply these ideas
to compound SWS. The main features of this new approach are: it works with the
Open World Assumption using the DL inference capabilities; it works directly
with the OWL-S descriptions of the SWS; it will be able to work without a
complete description of the domain; it can use the cases as heuristic to guide the
search and enhance the performance; and the planner will presumably improve
the performance and accuracy with use because new cases will be learned.

The thesis will have 3 different parts: the formalization of the planning the-
ory behind CB HTN-DL, the development of an example application in a real
environment, and the evaluation of the results.
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Abstract. Ontology mediation is one of the key research topics for the
acomplishment of the semantic web. Different tasks can be distinguished
under this generic term: instance transformation, query rewriting, in-
stance unification, ontology merging or mapping creation. All first four
tasks require a mapping specification between the ontologies to be medi-
ated. Mapping creation using tools and algorithms is outputting such a
specification. We argue in this thesis proposal that a specific language to
express mapping specifications is needed. This proposal presents argu-
ments why such a language is needed, introducing particularly the con-
cept of mapping patterns, based on a study of the frequent mismatches
arising when trying to mediate between ontologies. Such a language is
then proposed and its applicability is demonstrated for three scenarios:
a graphical tool for ontology mapping, an output format for ontology
matching algorithms and a merging algorithm. We also give first results
on the language design, mainly represented by an alignment ontology.

1 Contributions of the proposed thesis

With this thesis we expect to achieve the following goals:

− Having a language able to model ontology mappings patterns.
− Having demonstrated this language is of practical use by using it for concrete

mediation tasks.
− Providing usable tools around the language (API, patterns library)
− Having the mapping language being used as a standard way for representing

and exchanging ontology mappings

The language referenced in this proposal is already used by two ontology map-
ping tools: a graphical mapping editor a text editor to edit mapping documents.
The mapping language is compatible and extends the ontology alignment format
used as part of the Ontology Alignment Evaluation Initiative1. The Alignment
Format allows to express simple mappings while the mapping language is more
expressive. A few algorithms are actually able to detect such complex mappings.
We developped a merging algorithm[1] able to automatically merge a set of on-
tology in a network, given one to one mappings between ontologies. As today the
language is reaching some maturity given the feedback of the graphical mapping
tool implementation and the support of the ontology alignment format. Next
steps are given in Section 3.

1 http://oaei.ontologymatching.org
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2 Results

We defined based on a list of requirements a mapping language specified in
semantic web standard RDF, and using an OWL ontology in its last version. We
also maintain a Lisp-style syntax, more convenient to be read. Due to limited
place we will not present the syntax in this document but strongly encourage the
reader to look at the language specification and ontology2. A Java API providing
methods to parse and export mapping documents as well as giving an in-memory
representation is under development. We also developped a library of common
mapping patterns and currently adapt it to rdf graph patterns. This library is
available in [2]. Parts of this work are published in [3, 4, 1, 5].

3 Conclusions and Future Work

We have studied a set of requirements a mapping language should have and
compared state of the art formalisms to represent mapping with this require-
ments. From this we have designed an ontology mapping language answering
the given requirements at best. We actually have a rather stable syntax for the
language and propose a library of common mapping patterns and an API to
deal with mapping language constructs. We also aligned the language with the
Alignment Format and propose an algorithm to merge a set of ontology on pro-
vided mappings. We currently work on a SPARQL based mediation engine, able
to transform instances from one ontology to another at the RDF level. We plan
to finish this thesis before the end of the current year and therefore need to
start the writing task soon. We also plan to push the mapping language towards
standardization.
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