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Abstract  
With the advent of web 2.0, modern societies produce a vast amount of data, and merely keeping 

up with storage and transmission is difficult; analyzing it to extract useful information has 

become further challenging. All the historical research in healthcare data processing is more 

concentrated on formal clinical data. There lies a lot of valuable yet idle lying data in the non-

clinical information as well. The proposed study combines the state of the art methods within 

distributed computing, text retrieval, clustering methods, and finally, using a classification 

method to a computationally efficient system that can clarify cancer patient trajectories based 

on non-clinical and freely available online forum posts. The motivation is that informed 

patients, caretakers, and relatives often lead to better overall treatment outcomes due to 

enhanced possibilities of proper disease management. The resulting software prototype is fully 

functional and built to serve as a test bench for various text information retrieval and 

visualization methods. Via the prototype, we demonstrate a computationally efficient clustering 

of posts into cancer-types and subsequent within-cluster classification into trajectory related 

classes. The system also provides an interactive graphical user interface allowing end-users to 

mine and oversee the valuable information. 
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1. Introduction 

Most of the patients that acquire a 

progressive and terminal disease are towards 

the latter end of life. Some of these illnesses are 

primarily respiratory disorders, cancers, and 

cardiovascular. This illness implies a large time 

frame for the patients themselves and the 

surrounding relatives and caretakers [1], [2].  

The trajectory of the timeframe can be 

summarized as a sequence of steps shown in 

figure 1. Although the entire trajectory looks 

very simple and compact, they are complex and 

contain a range of concerns underneath each of 

the four steps. For instance: life expectancy at 

each stage, patterns of decline, probable 

interactions with other health services, 
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medicinal side effects, treatment plans and 

costs at each stage, any other non-documented 

side effects, palliative care, and many more. 

Mis-informed outputs can lead to costlier 

yet un-successful and delayed treatment. 

Scholarly outputs, in turn, can have clarified 

trajectories of the timeframe and can lead to 

better overall treatment owing to better clinical 

sources and decisions. This further reduces the 

possibilities of fewer re-admissions, decreased 

health care costs, and higher quality of life for 

patients in the potentially final weeks, months, 

and years. Unlimitedly, better overall care is 

obtainable via clarification during early stages, 

estimation, and communication of patient-

specific symptoms and disease trajectories. 

 



 

The proposed study is motivated by the idea 

of exploiting the relevant yet idle information 

in the ever-increasing user-generated content 

through online and freely accessible non-

clinical text for the benefit of anyone interested 

in any clinical trajectory, e.g., cancer patients, 

COVID-19 patients. With the recent increase 

and rise in the overall COVID-19, there was 

massive unrest during the initial stages of the 

disease spread, where even the patients who 

were tested positive were not sure about the 

trajectories of the sequence of steps in figure 1. 

This motivated me to further this study, which 

can be an essential literature contribution for 

researchers and act as a day-to-day practice 

implication for someone who has internet but 

cannot navigate through much-unstructured to 

find simple, relevant clinical information. 

Historical data shows that approximately 

one-third of the entire world's population gets 

diagnosed with cancer during their lifetime [3]. 

According to the World Health Organization 

(WHO) [4], as of 9th August 20 globally, there 

have 20 million patients tested positive for 

COVID-19. Thus, a large community of 

potential end-users can consume the non-

clinical data for answering their queries related 

to clinical trajectories. A cancer diagnosis or in 

recent times COVID-19 leads to several 

reactions, a predominantly one is first sought 

information online on specific symptom, type 

and severity and finally trajectory prognosis.  

A trend that has recently gained prominence 

among the community is to communicate on 

online forums [5], [6], [7], [8], [9], [10]. On 

these medical forums, people have the right to 

write freely on their emotions and what they 

feel about the disease, treatment, after-effects, 

and normalcy after the treatment without 

disclosing the identity. For instance: on cancer 

forums, people write freely about their initial 

stage frustrations, fears, and how they 

overcame them. The same applies to COVID-

19 forums too. Any healthcare system does not 

leverage this freely available non-clinical, 

nonetheless less potentially very relevant 

information. 

Mining all such relevant information from a 

wide variety, volume, and veracity of online 

user-generated content on the forums is an 

overlap of the technical-scientific research 

domain. It is more challenging than mining 

standard health texts such as electronic health 

records (EHR), including hospital admission  
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journals that capture doctors' comments, 

medical reports, and similarly discharge 

summaries. In all these formal EHRs, the 

language of cause, symptoms, cures, and after-

effects is more concise, specific, and medical 

terms are used more distinctly from case to 

case. These terms are way different from a 

layperson's mention of terms in the same 

context on the online forums. This adds to our 

motivation to make this non-clinical data 

available for a person in general. 

The current research objective is to clarify 

and communicate the patient trajectories at 

each stage by computationally efficient text 

information retrieval from non-clinical online 

forum post texts. Through the current study, the 

identified research objectives are met by 

building a fully functional and generalizable 

framework that can screen/filter, process, and 

present the non-clinical data for clinical 

trajectory in a visually and informative way. 

The framework is chosen to act as a test bench 

for future text information retrieval methods 

and is not only restricted to the current study. 

The current study's underlying premise is 

unstructured inherent and valuable information, 

which is freely available on non-clinical yet 

medical forums. 

2. Related work 

Scholars' research with the objectives, 

methods, and hypothesis rooted in data mining 

has been mostly focusing on text 

summarization. In 2005, Murray et al. [2] 

performed the clinical review research that 

summarizes three disease trajectories: organ 

failure (heart and long), frail elderly, and 

cancer. In another related study in 2010, 

Ebadollahi et al. [11] predicted a patient's 

trajectory from temporal physiological data. 

This study was further improved in a 2014 

research undertaken by Jensen et al. [12] with 

the disease trajectory data spanning fifteen 

years from a large patient population.  

In 2016, Ji et al.[13] proposed a predictive 

model for health condition trajectory and co-

morbidity relationships by training the social 

health records model. Another related study 

was performed in 2017 by Jensen et al. [1] using 

text analysis using EHRs to predict patient 

(cancer) trajectories automatically. However, 

summarizing all the above work, we interpret a  



 

gap in text information retrieval using 

distributed clustering and classification. None 

of the highlighted studies have ventured using 

this framework, which can be computationally 

efficient. At the end of the proposed current 

framework, a classification model can quickly 

identify patient trajectories using non-clinical 

texts from online forums. 

Frunza et al. [14] did a related study in 2011; 

in their study, they automatically extract 

sentences from clinical papers about diseases 

and treatments. Based on the extracted 

sentences, semantic relations between diseases 

and associated treatments are then identified. 

Another related study was done by Rosario et 

al. [15] in 2004. The focus of their work was to 

recognize text-entities containing information 

about diseases and treatments. They use Hidden 

Markov Models and Maximum Entropy 

Models to perform the entity and disease-

treatment relationship recognition. 

Compared to Frunza et al., the later work 

focuses mostly on classification. In the 

proposed study, the present study also focuses 

on text retrieval and clustering through the 

current study. The current proposed study will 

also focus on cancer and COVID-19 

trajectories, where-in the other studies have 

only focused on cancer as a prevalent disease.  

Lastly, in the 2011 study by Yang et al. [16], 

Density-Based Clustering was used to identify 

topics within online forum threads on social 

media. They also developed a visualization tool 

to provide an overview of the identified topics. 

Their tool's purpose was to extract topics with 

sensitive information related to terrorism or 

other criminal activities; however, it might also 

be tailored to extract other topics. Besides using 

DBSCAN, the study proposed a related 

clustering method, namely SDC (Scalable 

Density-based clustering). The structure of the 

Yang et al. study is, to some extent, as the 

present study; individually, in the present study, 

topics are also extracted from online forum 

posts, density-based clustering is also used, and 

result visualization capabilities are also 

provided. 

2.1. Research gap addressed by 
the novelties of the current work 

The novelty of the proposed study is 

combining the state of the art un-supervised  

501 

distributed computing text retrieval through 

clustering. This contribution is topped by a 

coherent classification that is computationally 

efficient and can identify patient trajectories 

based on non-clinical texts. Hence, the outcome 

of the proposed study provides a unique and 

novel means for an individual and researchers 

looking for cancer and COVID-19 trajectories. 

This is done by activating relevant and 

potentially hitherto overlooked, by the 

established health care systems, information 

hidden in non-clinical texts. 

2.2. Significance 

In general, computational retrieval of 

information from the vast amounts of health 

care texts is significant. Specifically, for this 

study, the significance lies in the systematic 

combination of state-of-the-art methods to 

mine, refine, categorize, and present 

laypersons' cancer trajectory related 

descriptions. It is significant to empower 

patients and caretakers and help build healthy 

patient/caretaker communities by leveraging 

the soft information not hitherto used by the 

established health care systems, e.g., 

information about emotions, feelings, or 

personal preferences. 

3. Proposed framework 
3.1. Overview 

The proposed study has four major building 

blocks or components, including a database 

component for storing the cluster outputs. A 

detailed visual representation of the framework 

is given in figure 1 below. It has been designed 

in a micro-service architecture with one process 

per component to make the framework light 

from a production implementation standpoint.  
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Figure 1: Framework 

 

The left part of the framework in figure 1 

above is the front-ending component that 

handles the user interaction. We will be further 

elaborating the same in section 3.2. The API 

component's sole purpose is to enable the front 

end component to interact with the database and 

with other service components. The Database 

component persists all gathered forum posts 

and the computed results, e.g., clusters, classes, 

and cancer-trajectories. The Service component 

handles the computationally burdensome data 

processing; the micro-service architecture 

enables scaling of this component only. 

Implementing the service component as a 

scalable unit becomes well-suited for the 

application of a distributed computing 

approach. Especially the clustering calculations 

are burdensome and need to be made efficient. 

Currently, the text retrieval and classification 

calculations do not need to be scaled as they are 

much faster than the clustering. 

3.2. Front-end 

Having a front end to interact with data 

helps to explore results from the end-user's 

perspective. The developed user interface is 

useful for exploring the collected data set of 

forum posts and to show information from an 

area of interest. For instance: a user can select a 

cluster, i.e., a disease-type, of interest, e.g., 

COVID-19 or lymphoma cancer, and only 

receive posts within that cluster. A user can also 

choose a pivot of information, e.g., side effects 

of COVID-19 medicine or side effects of cancer 

radiation, and thereby see all posts from the 

cancer cluster or COVID cluster that contains 

information about side effects. Such a tool is 

relevant for scientific use and cancer patients 

and caretakers. 
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Figure 2: Front end search view 

 

The user interface consists of five main 

views: Search, Posts, Statistics, Clusters, and 

Tools (figure 2). In the Search view, a user can 

search the entire collection of forum posts, the 

identified clusters. Initially, a view of the types 

of clusters, as shown in figure 3, will be 

displayed to the end-user. By clicking a type 

cluster, all posts associated with that type of 

cluster is displayed in the Posts view. Users can 

browse through the posts within a type of 

cluster and by selecting a class-label.  

 

 
Figure 3: Cluster view 

3.3. Functional validation of the 
outputs 

The robustness of a framework is considered 

based on the statistical metrics and needs to be 

measured on the intuitiveness of the text 

outputs as received by the users. Hence in order 

to concretely measure the outputs of the 

framework, we check the output from the below 

qualitative lens as well other than the statistical 

metrics: 

Functional intuitiveness: 

• Appropriate,  

• Suitable 

Performance:  

• Time, 

• Utilization 

Need Help !!

Please type your query in the text box below 

Search

Endometrial Surgery, chemotherapy, radiation, plasma, a 

Bone Surgery, chemotherapy, radiation, plasma. admission 

Prostate Surgery, chemotherapy, radiation, plasma, admis  

Kidney – 160 Posts

Cure Disease Treatment

Side effect No cure

Heart - 70 Posts

Cure Disease Treatment

Side effect No cure

Statistics

Liver - 150 Posts

Cure Disease Treatment

Side effect No cure

Clusters



 

Compatibility:  

• Coherence 

Scalability:  

• Modular structure,  

• Easily modifiable 

Portability:  

• Easy installation 

 

4. Information retrieval 
4.1. Data collection 

The data-set has been created by collecting 

the texts from online posts on the medical 

forums non-clinical. The posts are mostly 

written by person in-general and not doctors or 

medical staff. Hence the topics and words used 

are more day-to-day life and less skewed 

towards specific medical terminologies. 

Typically, the data collected from posts will 

consist of symptoms, initial experiences, 

treatments, place where treated, post-treatment 

experience, questions, side-effects, and 

outcomes. The most informative and 

unstructured data is stored in the actual text of 

each row. This text's basis, the information 

retrieval framework proposed in the current 

study, extracts the relevant features for 

clustering. Often, these non-clinical texts 

captured contain rather detailed descriptions of 

a disease (like cancer or COVID-19) and the 

specific treatment received.  

4.2. Data preprocessing 

To ensure that the actual text information 

retrieval works successfully, the collected text 

needs to be preprocessed and cleansed for any 

noise in the data. For the proposed research, we 

have conducted three preprocessing steps:  

 

1. Cleansing, 

2. Stemming, and  

3. Tokenization 

 

The first step of cleansing consists of 

processes to remove unwanted characters, e.g., 

HTML tags, emojis, and ASCII-artworks. This 

is a non-trivial task when dealing with forum 

posts as people express themselves quite 

informally. In the second step of the stemming 

part, inflected and derived words are reduced to  
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their word stem [17]. Different algorithms for 

stemming exist in the literature, e.g., the Lovins 

Stemmer [18], the Paice Stemmer [19], and the 

predominant Porter Stemmer [20]. All these 

stemming algorithms are best suited for 

English; in the present study, the Porter 

Stemmer is used. The Porter Stemming 

algorithm is based on five steps, and in each 

step, a specified set of rules is applied to the 

word being processed. For instance, the first 

step contains the following processing rules, as 

represented in figure 4. In the tokenization part, 

character and word sequences are sliced into 

tokens. Typically, the tokens are words or 

terms, but in this study, tokens are only words. 

After the tokenization, stop words are removed. 

4.3. Information retrieval 

To make sure that the clustering of posts into 

a specific type of disease clusters to be accurate, 

information from all the collected posts' content 

attributes must be extracted. This is achieved by 

using various natural language processing [9] 

and text retrieval, together with a predefined 

feature vector containing names of a range of 

disease types. For current work, we use the term 

weighting approach. This approach uses term 

frequency and inverse document frequency to 

yield term frequency-inverse document 

frequency, which is the term's final weight. The 

purpose of term frequency (tf) is to measure 

how often a term occurs in a specific text 

corpus, i.e., in this study, tf is simply an 

unadjusted count of term appearances. 

Term frequency [21] can be defined as 

tf(t,d) | occurrences of term t in document d. 

Documents vary in length, which entails a bias 

in tf; that is, a term is likely to appear more 

often in a lengthy document than in a short 

document, given the documents are similar in 

content [22]. Whenever a term is frequent in a 

document, it is likely to be relevant to that 

specific document. The purpose of inverse 

document frequency (IDF) is to measure the 

weight of a term in a collection of documents; a 

rare term is often more valuable than a common 

term in a collection of documents [23]. 

Term frequency-inverse document 

frequency (tf-IDF) is a measure of how 

important a word is to a specific document in a 

collection of documents. A significant tf-idf 

weight is obtained whenever: 1. the term  



 

frequency is high for the specific document, and 

2. the document frequency is low for the term 

across the collection of documents. Combining 

the tf and IDF weights tends to filter out 

standard terms that do not carry much 

information [24], [25].  

5. Clustering 
5.1. Existing DBSCAN clustering 

Clustering is a process of grouping 

unlabeled data into clusters of homogenous 

attributes. The data points in each cluster have 

similar traits, such that the variance within-

cluster is minimum, and variance across 

clusters is maximum. In the proposed study, a 

cluster would represent a homogenous group of 

similar texts from posts. Density-Based Spatial 

Clustering of Applications with Noise 

(DBSCAN) is a clustering algorithm based on 

data points' density (also known as 

observations). DBSCAN helps to create 

clusters with a high density of data points, and 

in doing so, it allows clusters of any shape even 

if it contains noise, which is slightly different in 

approach compared to conventional clustering 

algorithms. 

 DBSCAN can now find clusters of 

different sizes and skip the input of taking the 

number of clusters beforehand. In DBSCAN, 

the Ɛ-neighborhood of point p will be defined 

by the points within a radius Ɛ of p. If a point 

p's Ɛ-neighborhood contains at least mpts 

number of points, the point p is called a core 

point. A data point is called noise if it is not a 

core point. A point p is in the density-range 

from a point q if p is within the Ɛ-neighborhood 

of q, and q is a core point. 

A point p is defined as in the density range from 

a point q with regard to Ɛ and mpts if there is a 

chain of points, p1,…..,pn, where p1 = q and pn 

= p such that pi+1 is in direct density range 

from pi. A point p is defined as a density-

connected point to another point q with regards 

to Ɛ and mpts if only there is a point o such that 

both p and q are density-reachable from o. A 

point p is a border point if p's Ɛ neighborhood 

contains less than mpts, and p is in direct density 

from a core point. A cluster C is a non-empty 

set that satisfies the following two conditions 

for all point pairs (p;q):  
1. If p is in C and q is density-reachable from 

p, then q is also in C; and  
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2. If (p; q) is in C, then p is density-connected 

to q. 

To create a cluster, the DBSCAN algorithm 

initiated an arbitrary point p and searched for all 

the points in the density range of p with respect 

to Ɛ and mpts. If p is a core point, then a new 

cluster with p as a core point is created. If p is a 

border point, DBSCAN browses the next point 

in the sample. DBSCAN can also merge any 

two clusters into one of these clusters are in the 

same density range. The algorithm will 

converge when no new points can be added to 

any existing or new clusters. 

5.2. MapReduce DBSCAN 
clustering 

The entire process of DBSCAN clustering is 

computationally costly with high time and 

memory consumption. To reduce this 

consumption and increase efficiency, 

MapReduce DBSCAN was proposed. The only 

difference between a regular DBSCAN 

clustering and DBSCAN via MapReduce is 

through distribution computation. The steps 

followed in a MapReduce DBSCAN can be 

shown in figure 4 below. 

 

 
Figure 4: MapReduce DBSCAN 

5.3. Partition in MapReduce 
DBSCAN clustering 

To maximize runtime efficiency through 

invoking, parallel processing can be achieved if 

the data is well balanced. If the data is well 

balanced, then the computational load can be 

evenly distributed on computer nodes' 

execution. In real-life text data, it is usually un-

balanced, and the best strategy to deal with this 

is using data portioning. This is an inherent part 

of MapReduce DBSCAN. 

 

Database

Partition

DBSCAN

Data 
mapped 
to cluster

Merging

Map the profile



 

Recursive split is the best and frequently 

used data partitioning method, which helps split 

the entire bigger data-set into smaller subsets. 

This is done recursively till a stop criterion is 

met. All partitions then contain less than a given 

number of points, or a given number of 

partitions have been made. Logically, a 

partition cannot be smaller than 2Ɛ; when a 

partition is split, the geometry must remain 

extended beyond 2Ɛ. When splitting a partition 

into two in MapReduce DBSCAN, all possible 

splits are considered. The split that minimizes 

the loss in one of the sub-partitions is chosen. 

Here, the loss is calculated as the difference 

between the number of points in sub-partition-

1 and half of the number of points in sub-

partition-2. Each partition is given a key and 

associated with a reducer. 

5.4. Local DBSCAN 

Continuing the definition of reducer from 

the previous paragraph, each reducer will be 

given a partition and all its associated data 

points, and hence a mapper should prepare all 

data related to a partition. Explaining the same 

concept using an example: the data assigned 

would be the related data Ci within Pi, and the 

data within Pi's Ɛ-width extended partition Ri 

that overlap the bordering partitions.  

Local DBSCAN borrows the working 

principles from the original DBSCAN to 

perform the clustering. It starts with an arbitrary 

data point p belonging to Ci and searches for 

points in the density of p with respect to Ɛ and 

mpts. If p is a core point, the Ɛ neighborhood will 

be explored for data points. If Local DBSCAN 

finds a point in the outer margin directly in the 

density range from a point in the inner margin, 

it is added to the merge-candidate set. If a core 

point is in the inner margin, it is also added to 

the merge-candidate set. Each point in the 

cluster is given a local cluster-id generated and 

mapped from partition id and the label id from 

the local clustering.  

5.5. Mapping profile 

After each partition has undergone 

clustering and merge candidate lists have been 

generated, the merge candidate lists are 

collected to a single merge candidate list. The 

basics of merging the clusters from the different  
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partitions are 1. Execute a nested loop on all 

points in the collected merge candidate lists to 

see if the same data points exist with different 

local cluster IDs; 2. If found, then merge the 

clusters. 

Figure 5 illustrates two examples of cluster-

merge propositions. Example 1: the points d1 

belong to C1, and d2 belong to C2 are core 

points, and d2 is directly density-reachable from 

d1; thus, C1 should merge with C2. Example 2: 

The point d3 belongs to C1 is a core point, and r 

belongs to C2 is a border point; thus, C1 should 

not merge with C2. 

Mapping Profile step where the purpose is to 

create a profile that maps clusters that should be 

merged. The algorithm for generating the 

mapping profile is represented in the algorithm 

in figure 5. The output of the algorithm is a list 

of pairs of local clusters to be merged (denoted 

MP) and a list of border points (denoted BP); a 

point p is at least a border point in a merged 

cluster (this is taken care of in the next step). 

 

 

 
Figure 5: Merge mapping 

5.6. Merge 

The previous step resulted in a list of pairs 

of clusters to be merged. The IDs of the local 

clusters should be changed into a unique global 

ID after merging. Thus, a global perspective of 

all local clusters is built (algorithm in figure 6). 

Lastly, as mentioned in the previous step, noise 

points are set to border points. 
 

1. for each cp in CP do

2. for each bp in BP do

3. if cp.id == bp.id then

4. MP.add ((cp.local cluster id),

5. (bp.local cluster id))

6. BP.delete(bp)

7. end if

8. end for

9. end for



 
Figure 6: Global ID map 

6. Classification 

The result of the clustering is a set of 

specific disease type clusters. To enable further 

filtering possibilities for the end-user, a within-

cluster classification is conducted such that 

each post within a disease type cluster is labeled 

with one of the six labels illustrated in table 1. 

This allows an end-user to filter the forum posts 

such that, for instance, only posts with specific 

disease (cluster) treatments (class) are shown. 

We have chosen to classify with a Naive 

Bayes classifier trained with a manually created 

training set augmented with the freely available 

set from the BioText Project, UC, Berkeley 

[26]. The Frunza et al. study also uses a Naive 

Bayes classifier with promising results [9]. 

However, they classified abstracts from 

scientific articles, which is a somewhat 

different data-domain than the present study's 

non-clinical texts. The time complexity for 

training a Naive Bayes classifier is O(np), 

where n is the number of training observations, 

and p is the number of features; thus, 

disregarding the constant, the complexity is in 

terms of observations O(n). When testing, 

Naive Bayes is also linear, which is optimal for 

a classifier. 
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Table 1 
Results 

Class label Class 
description 

with 
example 
posts in 
italics 

Cure About 
cancer-
curing 

treatments. 
After 16 
chemo 

sessions, my 
cancer was 

gone. 
No cure About 

cancer non-
curing 

treatments. 
My husband 

went 
through 

chemo since 
he had 
bladder 
cancer. 

Sadly, he 
passed. 

 

6.1. Clustering 

MapReduce DBSCAN is a distributed 

extension of DBSCAN, and they use the same 

principle for clustering. Thus, given the same 

input, the two clustering methods should yield 

the same output. The results in this section 

show that this is indeed the case, and we thereby 

consider the implementations of MR-DBSCAN 

and DBSCAN to be verified in terms of the 

correctness of the logical output. The actual 

implementations do not share code, so it seems 

fair to disregard the odd risk of having both 

implementations wrong in a manner that lead to 

the same output. 

For comparing the clustering results of 

DBSCAN and MR-DBSCAN, the Adjusted 

Rand Index (ARI) [30] is used. The index is a 

similarity measure between two clusterings,  

1. for each element pair ei , ej ɛ MP; i≠j; do

2. if ei , ej Ɛ L then

3. put ei and ej into the same Map Slot in L

4. end if

5. if ei ɛ  L ˄ ej ɛ L then

6. put ej into ei's Map Slot in L

7. end if

8. if ei , ej Ɛ L then

9. if ei and ej are not in the same Map Slot in L,

then move the Map Slot with the highest index to

the Map Slot with the lowest index

10. end if

11. end for

12. return L



 

and it is obtained by counting the number of 

identical labels assigned to the same clusters vs. 

the number of identical labels assigned to 

different clusters. If the label assignments 

coincide fully, the index is 1, and if they do not 

coincide at all, the index is 0. If DBSCAN and 

MR-DBSCAN are implemented correctly, the 

ARI must be one regardless of: 1. the number 

of points in the data set, 2. The number of 

partitions in MR-DBSCAN, and 3. the 

parameter settings for Ɛ and mpts. Also, the 

number of partitions (#P) in MapReduce 

DBSCAN, the coverage percentage (%C), and 

the number of labels (#L) in DBSCAN and 

MapReduce DBSCAN have been recorded. 

The results show (Table 2) that the ARI is 1 in 

all 18 test cases; a necessary condition for this 

is that both MR-DSBCAN and DBSCAN yield 

the same number of labels in all the tests also 

the case (table 2). 

Also, MR-DBSCAN has been partitioning 

its data into 3-8 partitions (table 2), which 

means that even though the data has been split 

and clustered individually per partition, the 

merging works as intended and yields the same 

clustering as DBSCAN. The coverage 

percentage value is also identical for the two 

clusterings in all test cases. 

 
Table 2 
Adjusted rank index of clustering 

 
Posts e Mpts DBSCAN MapReduce 

DBSCAN 
ARI 

25000 10-

3 
5 10 3.34 10 3.34 8 1 

25000 10-
3 

50 2 2.99 2 2.99 8 1 

25000 10-
3 

100 1 2.66 1 2.66 8 1 

25000 10-
2 

5 10 3.34 10 3.34 7 1 

25000 10-
2 

50 2 2.99 2 2.99 7 1 

25000 10-
2 

100 1 2.66 1 2.66 7 1 

25000 10-
1 

5 11 3.37 11 3.37 3 1 

25000 10-
1 

50 2 2.99 2 2.99 3 1 

25000 10-
1 

100 1 2.66 1 2.66 3 1 

35000 10-
3 

5 23 2.92 23 2.92 7 1 

35000 10-
3 

50 2 2.37 2 2.37 7 1 

35000 10-
3 

100 1 2.02 1 2.02 7 1 

35000 10-
2 

5 23 2.92 23 2.92 6 1 

35000 10-
2 

50 2 2.37 2 2.37 6 1 
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6.2. Real-time analysis of 
MapReduce DBSCAN 

The motivation behind the proposed study is 

to demonstrate the real-time application of each 

of the MapReduce DBSCAN steps under 

variations in  

1. the number of forum posts, and  

2. the neighborhood radius Ɛ.  

These two parameters have the most 

significant influence on MapReduce 

DBSCAN's runtime. The Ɛ parameter is used 

when partitioning the data set, and therefore, it 

directly influences the beneficial effects of 

MapReduce. In all tests, the lower point-count 

threshold for establishing a core point, mpts, is 

fixed to 5 points. This is done as the parameter 

only has very little runtime influence, and this 

influence is isolated to the DBSCAN step, i.e., 

it does not highlight runtime differences 

between DBSCAN and MapReduce DBSCAN.  

For all 30 test cases (table 3), mapping takes 

almost no time; merging has also only a little 

effect on runtime. For relatively large values of 

Ɛ, i.e., 1 and 0.1, compared to the data span, 

MapReduce DBSCAN cannot partition the data 

set well. This affects the runtime as the 

clustering is then performed on a single 

partition (or very few), and no MapReduce 

improvements are achieved. For relatively 

small values of Ɛ, i.e., 0.001 and 0.0005, the 

data set is split well into partitions, but due to 

the low value of Ɛ there are many possible 

partitions, and much time is spent in search of 

the best partitioning. Thus, as the results show, 

the partitioning becomes slower when " 

decreases, but the local DBSCAN becomes 

faster. Hence, Ɛ needs to be set with care to 

strike a balance and minimize the total runtime 

of MapReduce DBSCAN. In our experiments, 

the balance is Ɛ = 0.01; here, the partitioning 

runtime is relatively low, and likewise for the 

local DBSCAN; this results in a relatively low 

total runtime. 

6.3. Validation of clustering 

The purpose of this experiment is to 

compare time as a function of the number of 

forum posts of the three different clustering 

algorithms DBSCAN, MapReduce DBSCAN,  



 

and Hierarchical Density Estimates DBSCAN. 

Algorithm parameters are fixed and equal 

across the tests in order not to bias the results. 

Specifically, the lower point-count threshold 

for establishing a core point mpts = 50 and the 

neighborhood radius Ɛ = 0.01 for all tests. Note 

that the setting Ɛ = 0.01 was previously found 

(section 7.2) to be a suitable choice for 

MapReduce DBSCAN. The data set in this 

experiment are various subsets of the collected 

forum posts; the number of tf-idf features has 

been limited to 1000. The results of all tests are 

reported in table 3 and figure 7. 

 

Table 3 
Results of various clustering 

Posts MapReduc
e DBSCAN 

[s] 

DBSCA
N [s] 

Hierarchica
l Density 
Estimates 

DBSCAN [s] 

1000
0 

11.696 
4.755 11.969 

2000
0 

19.545 21.167 48.731 

3000
0 

31.115 50.237 105.007 

4000
0 

37.321 92.392 217.033 

 

 
Figure 7: Comparison of clustering DBSCAN 
(blue), MapReduce DBSCAN (red), and 
Hierarchical Density Estimates DBSCAN (green) 

 

7. Discussion 

The primary motivation of the proposed 

work and research undertaken to mine the 

clinical or medical information from non-clinal 

posts collected from forums is valuable and  
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worth making available to others in a more 

structured form. In the proposed study, this is 

achieved by a decision support system that can 

act as a source of information to help any 

disease patients like COVID-19, cancer and 

their caretakers and families to learn about the 

disease trajectories, initial symptoms, 

diagnoses outcomes, sources, treatment centers, 

treatment is taken, after-effects of treatment and 

costs. 

 Through the non-clinical posts on 

forums, the information retrieval framework 

using text-retrieval, unsupervised clustering, 

and a classification model. The framework is 

designed to execute on a distributed computing 

set-up like MapReduce to increase 

computational efficiency. The response time of 

a computationally costly clustering on texts 

improves a lot, needed for a real-time 

application.  

Moreover, the endpoint of the current 

framework to the customer is a user interface 

that enables the end-user to interact with the 

database and mine for valuable information to 

understand the overall trajectory of any disease. 

This helps the patient be in a frame of mind 

before getting a doctor's consultation and word. 

This framework will also mobilize online social 

communities of patients and their caretakers, 

families using soft information and non-

clinical, hitherto conversations.  

The proposed framework through the study 

is an excellent contribution to the existing 

literature in several different ways. Adding, 

refining, and benchmarking more clustering 

and classification methods would yield more 

comprehensive information through non-

clinical texts that might lead to better results, 

i.e., more accurate clustering and 

classifications, and thus, ultimately, a better 

end-user service. The classification would 

mainly be of interest to collect and use a more 

extensive training set. The response time of 

DBSCAN and Hierarchical Density Estimates 

DBSCAN clustering has been improved by 

redesigning the algorithms to guarantee upper 

bounds on memory consumption. This can act 

as a reference in literature for future 

researchers. 

Lastly, in conclusion, the proposed system 

and framework is easily generalizable such that 

it readily can be applied in other domains 

besides COVID-19 or cancer; by quickly  
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loading new data-sets and associated feature-

vectors. 
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