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Abstract
In this paper, we demonstrate a Storytelling AI sys-
tem, which is able to generate short stories and
complementary illustrated images with minimal in-
put from the user. The system makes use of a text
generation model, a text-to-image synthesis net-
work and a neural style transfer model. The final
project is deployed as a web page where a user can
build their stories.

1 Introduction
Recent advancement in the field of Deep Learning has
brought us closer to the long-standing goal of replicating
human intelligence in machines. This has lead to increas-
ing experimentation of neural networks as ”generative”, the
most prominent study being Generative Adversarial Net-
works [Goodfellow et al., 2014]. The birth of GANs lead
to several variations [Radford et al., 2015] and various appli-
cations in diverse domains such as, data augmentation [Rat-
ner et al., 2017], audio generation [Yang et al., 2017] and
medicine [Schlegl et al., 2017] amongst many.

Significant breakthroughs have also been seen recently to-
wards empowering computers to understand language just as
we do. Natural Language Processing (NLP), when combined
with representation learning and deep learning, saw a spurt
in results showing that these techniques can achieve state-of-
the-art results in many NLP tasks such as language modelling
[Jozefowicz et al., 2016], question-answering [Seo et al.,
2017], parsing [Vinyals et al., 2014] and many more. 2017
saw a landmark breakthrough when the Transformer model
[Vaswani et al., 2017] was introduced. This sequence-to-
sequence model makes use of the attention mechanism, lends
itself to parallelization, and introduces techniques such as Po-
sitional Encoding that brought significant improvement over
the previous sequence-to-sequence models that make use of
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Recurrent Neural Networks [Sutskever et al., 2014], specially
in terms of scalability. The Transformer model also opened
up a new way of working: transferring the information from a
pre-trained language model to downstream tasks, also known
as Transfer Learning. OpenAI released the OpenAI Trans-
former [Radford, 2018], a pre-trained Transformer decoder
Language Model that can be fine-tuned for downstream tasks.
The model improved on several state-of-the-art for tasks such
as, Textual Entailment, Reading Comprehension and Com-
monsense Reasoning to name a few.

Our motivation to study generative models comes after
probing1 into the content creating process within Greenhouse.
Personalised content is a growing expectation that puts pres-
sure on professionals to create and deliver novel content. We
found out that the pressure of creating new and personalised
content within a time crunch leads to writers’ block and lack
of inspiration.

More and more industry professionals are benefiting by
using artificial intelligence (AI) to help them with their pro-
cesses. The success of these generative models raises an im-
portant question, can AI sufficiently help us in our creative
processes? We try to answer this question by focusing on the
applications of generative models and how they can be used
in content creation. We limited our scope to writing and story
telling content and created the concept of Storytelling AI as
a way to experiment with various generative models to cre-
ate text and image content. The idea of a Storytelling AI is
to generate short stories and illustrations using minimal user
input.

2 System Architecture
The idea of our Storytelling AI is to generate short stories
using generative models. This is achieved by accomplishing
the following three sub-goals:

1. First, the user inputs a text prompt as a seed for generat-
ing a story.

2. To support the story with visuals, images are generated
that are based on the text of the story.

3. Lastly, for an all-rounded experience, the generated pic-
tures are made to look like illustrations using neural style

1We conducted interviews with various Greenhouse employees
working in content creation.
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transfer.

Figure 1: System Architecture Overview

Figure 1 gives a visual overview of the adopted methodology.
The goals of the project are achieved by using three different
generative models for the three tasks mentioned above. First,
a language model is trained that learns the representation of
texts in the story for the purpose of generation. Second, two
text-to-image models are assessed and the best approach is
adopted. Finally, a neural style transfer model is trained that
learns to transfer the style of illustrated images to the images
generated from the second task. The final contribution of the
project is a web interface that brings these three components
together where the user can build a story by generating text
and images multiple times and export it in a Portable Doc-
ument Format (PDF). We deploy our project by creating an
interactive interface. Interested users can try the project here
https://github.com/shamanoor/final-grimm-prototype.

2.1 Text Generation
The main component of our system is the generation of sto-
ries. For this purpose, we first need to model natural language
by training a Language Model. Given a vocabulary of words,
a language model learns the likelihood of the occurrence of
a word based on the previous sequence of words used in the
text. Long sequences of text can then be generated by start-
ing with an input seed and iteratively choosing the next likely
word.

Our system uses OpenAI’s GPT-2 for the purpose of lan-
guage modelling [Radford et al., 2019]. GPT-2 is a large
Transformer based [Vaswani et al., 2017] language model
with 1.5 billion parameters, trained on a data set of 8 million
web pages called WebText. GPT-2 is built using the trans-
former decoder blocks with two modifications: first, the self-
attention layer in the decoder masks the future tokens, block-
ing information from tokens that are to the right of the current
token and, second, adopting an arrangement of the Trans-
former decoder block proposed by [Liu et al., 2018]. Dif-
ferent sized GPT-2 models have been introduced by OpenAI.
Due to the low compute capability of the available hardware,
the small GPT-2 model is used in our system. To achieve our
goal of generation of stories, we fine-tuned the pre-trained
GPT2 language model on a data set of short stories. To con-
struct our data set, we collected 100 short stories written by

Figure 2: Samples generated using StackGAN and BigGAN: a) im-
ages generated by StackGAN conditioned on text description and b)
images generated by BigGAN conditioned on an object class.

the Brothers Grimm from Project Gutenberg2.

2.2 Text-to-Image Synthesis
The next step in our work is to generate images that comple-
ment the generated story. Text-to-Image synthesis technique
was adopted for this goal. We explore two ways to do this:
first, to make this process as automated as possible, we adopt
the StackGAN architecture to generate the images given a
text description, second, we adopt a less automated technique
the BigGAN API is used to generate images conditioned on
a class.

StackGAN. StackGAN was proposed by [Zhang et al.,
2016] to generate photo-realistic images conditioned on
text descriptions. The idea of StackGAN is to decompose a
hard problem into more manageable sub-problems through
a sketch-refinement process, therefore using two models
stacked on one another. The original paper used several
datasets to evaluate their work, but for our system, we only
use the model pre-trained3 on MS COCO dataset [Lin et al.,
2014] since it is a more generalized dataset containing 80
common object categories and relates more to our problem.

BigGAN. The next technique adopted for text-to-image
synthesis is less automated to aim at more controlled and re-
alistic generations. For this purpose, the pre-trained BigGAN
model from HuggingFace4 is used. BigGAN, proposed by
[Brock et al., 2018], is a class-conditional image synthesis
technique attempting a large scale GAN training for high
fidelity natural image synthesis. The model is trained on the
ImageNet dataset [Deng et al., 2009] and can generate high
fidelity images from 1000 classes. We use the pre-trained
BigGAN deep 256, a 55.9M parameters model generating
256x256 pixels images conditioned on a class5.

Figure 2 shows text-to-image generation using StackGAN
and BigGAN. It can be seen clearly that the generations us-
ing StackGAN are vague and imprecise. Some images are

2https://www.gutenberg.org/
3https://github.com/hanzhanggit/StackGAN-Pytorch
4https://huggingface.co/
5https://github.com/huggingface/pytorch-pretrained-BigGAN
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able to generate the setting of the description, for example,
fields or beaches, but the overall quality of the generation is
very poor. The images generated by BigGAN conditioned on
a class are of far superior quality than the ones generated us-
ing StackGAN. Therefore based on qualitative analysis, we
see a clear trade-off between automation and fidelity in the
process of text-to-image synthesis. Since the aim is to have
image generations of higher quality, we compromise on au-
tomation and use the BigGAN model to obtain better qual-
ity class-conditioned image generations. Images generated
by BigGAN do not depict a whole description with multiple
objects, but we settle for a comparatively higher quality gen-
eration of a single object.

2.3 Neural Style Transfer
We also aimed at generating images that look like an illustra-
tion, therefore aiming at a more all-rounded storybook feel.
Therefore, the last step in our system is to have illustrated im-
ages by using Neural Style Transfer to transfer the illustration
style to our generated images. We use the CycleGAN model
to perform neural style transfer on our generated images. The
model was proposed by [Zhu et al., 2017] as an approach for
learning to translate an image from a source domain to a tar-
get domain in the absence of paired examples. If X denotes
images from the source domain and Y denotes images from
the target domain, then the goal is to learn a mapping from X
to Y .

To build our dataset, we randomly sample 6500 images
from the MS COCO data set [Lin et al., 2014] for training and
1000 images for testing. We further collect illustrated images
by crawling through Pinterest boards relating to illustration
art and fairy tale and story illustrations. We scraped 6,308
images from these web pages using BeautifulSoup46 and
Selenium7. The images were manually analysed and noisy
images such as non illustrated images were removed. Black
and while images and images with texts were also removed.
They were also randomly cropped into a 1:1 dimension ratio.
We then train the CycleGAN model from scratch on these
data set. Figure 3 illustrates some examples of style transfer
using the trained model.

2.4 Front-end
Now that we have the main building blocks for our story-
telling system, the final step is to create a pipeline of these
models using a user interface. In Figure 4, we share a snippet
of the user interface.

The interface allows the user to input a text prompt that
the trained language model uses as a seed to generate chunks
of stories. Since imperfections in the generated text are in-
evitable, the text can be edited to the liking of the user in
the text box. Simultaneously, the user can also generate il-
lustrated images by choosing an object class from a drop-
down menu that they think would best compliment the text
generated. This process requires two background steps: first,
the selected object class is used as input to generate a class-
conditioned image using the pre-trained BigGAN model, and

6https://www.crummy.com/software/BeautifulSoup/bs4/doc/#
7https://www.selenium.dev/

Figure 3: Neural Style Transfer: Illustration style transferred using
CycleGAN on images generated by BigGAN.

second, the generated image is fed to the trained CycleGAN
model to generate the image with an illustration style. These
generations can be performed multiple times and added to the
final story, where the user can add a story title. When the user
is satisfied with the story, they can export it to a PDF file.

Figure 4: User Interface

3 Conclusion

In this work, we demonstrate a Storytelling AI that uses gen-
erative models to create stories with complementing illustra-
tions with minimal user input. Our aim with this project was
to study generative models and their competency in generat-
ing original content. We believe that given the advanced state
of technology AI techniques can generate human-like content
but it requires human intervention and supervision to a great
extent. With research being conducted towards more con-
trollable generations, we believe with a well curated data set,
generative models can help conceptors in creating novel and
personalised advertisement sketches, design and images.

https://www.crummy.com/software/BeautifulSoup/bs4/doc/%23%23
https://www.selenium.dev/
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