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Abstract  
 

Recently there has been a growing interest in designing human-in-the-loop applications based 

on shared approaches that fuse the user’s commands with the perception of the context. In this 

scenario, we focus on user-supervised telepresence robots, designed to improve the quality of 

life of people suffering from severe physical disabilities or elderly who cannot move anymore. 

In this regard, we introduce brain-machine interfaces that enable users to directly control the 

robot through their brain activity. Since the nature of this interface, characterized by low bit 

rate and noise, herein, we present different methodologies to augment the human-robot 

interaction and to facilitate the research and the development of these technologies. 
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1. Introduction 

In shared approaches the user and the robot cooperate to reach a particular goal together. 

Specifically, the user interacts by sending high-level commands (e.g., the selection of a target or 

the sending of commands), while the robot contextualizes them according to its perception of the 

environment. Since the robot manages the low-level operations, they are commonly exploited to 

relieve the human from the burden of fully controlling every details of the task and to reduce his/her 

mental workload. For these reasons, they are crucial when the user interacts with the robot through 

uncertain communication channels. One example is the brain-machine interfaces (BMIs), systems 

allowing the user to interact with the robot directly from the brain signals [1]. Since the non-

muscular nature, over the last decades, several studies have demonstrated the possibility of 

successfully controlling many robotic devices through BMIs, from prosthesis and exoskeletons to 

wheelchairs and telepresence robots [2-5]. This idea has led to the birth of a new research field that 

it is called “neurorobotics”. Although the proliferation of neurorobotics applications, most of the 

proposed approaches are currently based on basic implementations of the robotic part [6]. On the 

one side, they rely on a simple interaction between the user and the robot. On the other, the robot 

passively implements the user commands as a mere end-effector, limiting seriously the 

potentialities of the robotics in the current BMI driven neuroprostheses. 

2. Shared approaches: A revisiting of the literature 

This section aims to better introduce shared approaches to fuse user’s and robot’s inputs. In the 

related literature many methods have been designed, even if there is still lack of an uniform 
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terminology by causing misunderstanding [7]. The most common terms are supervisory control [8], 

traded control [9], shared control [10-12], shared autonomy [13], adjustable autonomy [14], 

mixed-initiative interaction [15], mixed initiative planning and execution [16,17]. Herein, we 

briefly summarize the main idea of the proposed taxonomy resulted from a critical revisiting of the 

literature [7]. Since in shared approaches, the human’s and the robot’s contributions are combined 

in the decision-making phase, we have taken inspiration from the theory of decision-making from 

Donges [18,11]. That theory classifies our decisions according to three levels: operational, tactical 

and strategic. Therefore, we speculate that also the cooperation between user and robot can happen 

at different levels according to the role of the two agents in the decision-making process and the 

level of detail in managing the task (see Fig. 1).  

 

Figure 1: Our proposed classification of shared 

approaches. We identify three forms of 

cooperation between the human and the robot: 

shared control, shared autonomy, and shared 

intelligence.  

 

 

 

 

Shared control and shared intelligence are designed to optimize the coupling between the human and 

the robot, even if it is achieved at a different level of interaction. In the first, the human interacts at the 

low-level (control) for instance by specifying steering commands to the robot. In the latter, the two 

agents equally contribute to the decision-making process and, therefore the robot could implement 

behaviors that are originally not considered by the user. In the case of shared autonomy approaches, 

instead, they are focused on reducing the user workload rather than on creating a mutual interaction 

with the user. With this aim, the robot autonomously performs specific pre-defined behaviors under 

user supervision.  

 

3. A robotic approach for human-in-the-loop applications 

To augment the human-robot interaction, our first contribution has been to investigate how to 

transfer the knowledge from classical robotics, mainly orientated to autonomous solutions, to the 

case of human-in-the-loop applications [19,20]. This choice is motivated also by the fact that, in 

shared approaches, the robotic agent maintains some degree of autonomy allowing the user to focus 

only on the final goals by ignoring the low-level problems. With this aim, we inspect different 

methods designed to enrich the perception of the robot, as well as to implement reactive robot 

behaviors (e.g., shared autonomy based on behavior assistance method) according to procedures 

defined a priori, that are activated when specific conditions are detected. We have examined three 

conditions (in Fig. 2) that are common in telepresence applications:  

• The perception of landmarks in the environment. Specifically, we focused on doors (Fig. 

2a) that can activate “the passage through the door” procedure according to the door’s 

state (open enough or close) [19]; 

• The perception of people that can trigger “social behaviors” of the robot according to 

their status (targets or obstacles) and the distance (Fig. 2b); 

• Advanced “obstacle avoidance behaviors” based on the enriched knowledge a priori of the 

environment provided to the robot and robust localization techniques (Fig. 2c) [20].  



 
  Figure 2: Explored 

“shared autonomy 

based on behavior 

assistance method”. (a) 

The door is perceived, 

detected, and tracked 

by our system on board 

the robot and it 

estimates the door’s 

aperture in real-time. 

When the door is a 

target, it generates an 

attractive force on the robot, regulating its motion through the door. Our approach significantly 

differs from the artificial potential field [21], because we use the attractive/repulsive effects not 

to directly change the robot motion, but to determine a target position for the robot by weighing 

them into a cost function [19] (b) We investigate an extended version of the artificial potential 

field (behavioral potential field [22]) in the context of shared autonomy, to influence the motion 

of the robot according to the presence of people (both static and dynamic [23]). (c) The robot 

exploits a global map of the environment and it localizes itself to compute the best trajectory 

to follow during the navigation by increasing the reliability of the system designed to be used 

with noise interfaces as BMI. In contrast to classical robotics, two different maps (one more 

detailed for navigation, one less detailed for localization) are simultaneously used, by 

demonstrating an improvement of the navigation [20]. 

Our preliminary results related to all the three scenarios showed that the proposed shared approaches 

reduce the number of commands, suggesting also a reduction of the workload required to the user with 

the respect to the joystick teleoperation (taken as a reference), with a few increments of time. This 

aspect is fundamental in the case of demanding situations as the door passage, where it would be 

impossible for the user to control every single robot movements, especially by using BMI. Finally, in 

the case of a remote telepresence application, where the user is asked to interact with a target person, 

the proposed shared approach demonstrated not only a reduction of the number of delivered commands 

with respect to a joystick teleoperation (in line with other my experiment and the literature) but also the 

number of collisions with objects in the environment. Furthermore, this shared modality was evaluated 

by participants as the best form of interaction to complete the task, in comparison to a joystick 

teleoperation and a completely autonomous modality (e.g., where the human reaches the target person 

without requiring any user interaction).  

4. A novel shared intelligence system based on policies  

Although the aforementioned approaches promote the human-robot interaction, there are characterized 

by a high specificity. They rely on strategies that are strongly dependent on the environment in which 

the robot is acting, limiting their reproducibility. Furthermore, they pre-set the possible robot’s 

behaviors, that are activated upon the occurrence of triggers from user and robot’s perception.  

To overcome this drawback, we propose a new shared intelligence approach for mentally driving 

telepresence robots, where the robot behavior naturally emerges from the fusion of a set of policies 

(Fig. 3) [24]. Since we do not make any assumption on the user input nor on the robotic actuators, we 

speculate that general approach can be also applied in several human-in-the-loop applications.  

We tested the system with 13 healthy people that mentally drive a telepresence robot in a typical office 

environment. 

 

 



 

Figure 3: An illustrative representation of our novel 

shared intelligence approach based on policies [24].  

The user inputs are combined with the robot 

perception, according to a set of policies. Each 

policy computes a probability grid, covered the area 

around the robot. The result of the fusion of the set 

of policies is a position in the environment that the 

robot tries to reach and that it is continuously 

updated. Once known that position, a navigation 

module optimizes the motion of the robot, by 

planning the best trajectory the robot should follow. 

Finally, the robot base controller computes the 

corresponding velocity commands. 

 

The system showed the correct functioning in 

several circumstances as free space area, door 

passage, corridor, crossroad, area covered by 

obstacles [24]. Furthermore, BMI users achieved 

performance comparable with the continuous teleoperation by a joystick, coherently with the literature 

and our previous studies, after only a few training runs. Moreover, the resulting robot behavior was 

qualitatively evaluated with a questionnaire by the participants: they reported to be natural and in line 

with their intentions. This is key aspect to develop technologies based on human and to promote their 

acceptance. 

5. ROS-Neuro: an open-source framework for neurorobotics applications 

With the studies presented in the two previous sections, we demonstrated the potentialities of 

augmenting the human-robot interaction by exploiting the advances in robotics and artificial 

intelligence. In this section, we propose to exploit the tools and the standards already available in 

robotics also to facilitate the integration between BMI and the robot control. Indeed, in the current 

neurorobotic scenario, each research group is inclined towards the development of home-made 

solutions to combine BMI system with the robotic devices, by leading the spread of heterogeneous 

platforms and lack of standards. In the case of classical robotics, instead, it is well-known the Robot 

Operating System (ROS), a middleware that has become the worldwide standard de facto in robotics in 

the last decade [25]. Therefore, we have considered to exploit the advantages of ROS for developing 

neurorobotics application, by proposing ROS-Neuro (originally ROS-Health [6]). ROS-Neuro is 

designed to be a common software framework, both for the implementation of BMI systems and 

robotics controllers (Fig. 4) [26, 27].   

Figure 4: ROS-Neuro architecture [27]. On the one side, we propose a modular architecture matching 

the requirement of any BMI systems, by meaning a flow of information among different modules. On 



the other side, our aim is to exploit the standards and the tools available in ROS such as the optimized 

real-time capabilities, the flexibility in designing BMI system, and the direct access to state-of-the-art 

robotic algorithms shared over a growing community.  

 

In our first results, not only the correct functioning of ROS-Neuro emerged, but also a strong stability 

with the respect to our previous software thanks to the efficient communication infrastructure 

guaranteed by ROS [27].  

 

6. Conclusions  

In this work, we present different approaches to boost the integration between telepresence robots and 

brain-machine interfaces, by exploiting the knowledge of classical robotics and artificial intelligence as 

well as by revisiting the literature. In light of the results, these methods might be a first little step to 

create a new generation of telepresence robots driven by BMI, that is focused both on creating a natural 

interaction between human and robot and to advance the robot behaviors.  
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