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Abstract

There is a dramatic increase in the use of social media over the last decade. People use them for different
purposes such as chatting with friends, sharing thoughts, express emotions, etc. But most of such texts are
code-mixed and there is no guarantee that they only contain polite words. Here comes the increasing demand
for offensive language detection from code-mixed social media texts. Identifying offensive messages from social
media texts is a key challenge in social media text processing. The offensive words used in code-mixed text
plays a vital role in detecting offensive messages from social media text. In this paper, different representations
of code-mixed text are experimented to detect the offensive content in social media text. Along with different
word representations, different machine learning architectures have also experimented on the same dataset.
The experiments were conducted using the datasets provided by HASOC-Dravidian-Codemix@FIRE2020. The
results demonstrate that the proposed systems are capable of giving a comparable performance to the methods
employing more sophisticated approaches. Hence, it was able to secure 8th position in the final evaluation
phase for the task2.
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1. Introduction

Offensive language detection is the process of distinguishing offensive posts and non-offensive posts
in social media text. It is a well-known task that finds important applications in fields like social media
text analysis, authorship profiling, offensive text removal, etc. Offensive languages should be removed
from any publicly available text. Nowadays, due to the increased usage of social media sites and online
interactions, getting an offensive message is a common issue faced by commuters. If a comment or
post induces any type of offensive language, then recognizing such comments will be one of the
crucial measures in finding the source. Speakers of different languages may make different types of
offensive messages when creating a post or comment on social media and online news channels. The
use of abusive language can even corrupt chatbots. Since chatbots learn from communication with
humans if it is not able to differentiate abusive and non-abusive content then it may also use it. Hence
offensive language detection finds its huge responsibility for the government as well as social media
sites to detect this hate speech content. As a result, several research works [1, 2, 3, 4, 5] across the
world have been reported over the past few years to detect the abusive text content in social media
sites.

For a country like India, most of the people use their regional language for chatting, commenting,
and tweeting. But most of such text is code-mixed. Code-mixing is a common phenomenon in a mul-
tilingual society [6, 7]. The use of non-native scripts is another property of social media texts which
makes offensive language identification a bit harder. The approaches that only depend on monolingual
data usually fail on code-mixed data due to the frequent code-switching behavior observed in social
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media texts. Hate speech detection can’t be addressed simply by filtering of abusive words. Along
with the meaning of words, various other factors such as characteristics of the user, context informa-
tion, and the gender of individual people have to be considered for detecting Hate Speech. Abuse is a
term that comprises varying forms of fine-grained adverse expressions in the context of natural lan-
guage. The Hate Speech and Offensive Content Identification in Indo-European Languages (HASOC)
organizer team describes Hate Speech as describing negative attributes or deficiencies toward groups
because of race, political opinion, sexual orientation, gender, social status, health condition or similar
[8, 9]. We participated in Dravidian language offensive language identification sub track. Tamil and
Malayalam are Dravidian languages [10, 11, 12, 13]

2. Related Work

Social media plays an important role in communication between people from different demographic
groups. With the exponential rise in the usage of hand-held electronic devices across the globe, peo-
ple started spending huge amounts of time on social media platforms like Twitter, Facebook, and
Instagram. Previous studies [14] indicate that most of the online text generated on these platforms
contains a considerable amount of abusive language. Cyber terrorism and cyber trolling have be-
come a major threat to the human community. As social media and online platforms have achieved
great acceptance and impact among its users, various issues such as Hate Speech, Offensive language,
and Profanity have increased drastically on these platforms. Various systems have been proposed by
researchers across the world for automatic detection and classification of hate speech.

Shervin et.al [15] proposed a model using character n-grams, word n-grams, and word skip-grams
for the classification of English tweets to hate speech, offensive, and non-offensive content. They em-
ployed SVM as the classifier with a performance of 78% (accuracy). Recurrent neural networks were
applied by Georgious et.al [16] to detect hateful content in social media. Various features like users’
tendency towards racism or sexism, user characteristics, etc were also fed to the network. A pub-
licly available corpus with 16000 tweets was used for experiments. Another approach using domain-
specific word embeddings was proposed by Satyajit et.al in 2019 [17]. They collected around 25000
tweets using Twitter API and trained a word2vec model to generate domain-specific word embed-
dings. Code-mixed text containing around 4500 data points were used for training. Modern machine
learning techniques such as CNN, LSTM, and BiLSTM were used for classification. Mishra et.al [18]
used BERT embeddings towards the feature extraction phase. ‘bert-base-multilingual-uncased’ model
was used for extracting the embedding vectors for the Hindi language. They were able to reach within
1% of the best solution for 5 out of the 8 sub-tasks in the competition.

3. Task Description and Dataset Details

The goal of this shared task is to identify the posts/comments containing offensive language in the
Dravidian code-mixed dataset collected from social media [19, 20, 21, 22]. The task is divided into
two parts say taskl and task2. Task1 is a message level label classification task focused on YouTube
comments. Here the objective is to classify the given YouTube comments in code-mixed Malayalam
form as offensive or not-offensive. Task2 is also a message level label classification task focused on
Twitter data. The dataset for task2 contains two types of comments namely Tanglish and Manglish
(Tamil and Malayalam written using Roman characters). Here also the objective is to classify the
code-mixed text in Tamil and Malayalam as offensive or non-offensive. The comment/post in the
dataset may contain more than one sentence but the average length of the sentence in the corpora



is one. Each comment/post in the training set is annotated with offensive/not offensive labels at the
comment/post level. This dataset is not free from class imbalance problems depicting the real-world
scenarios. As per the organizer’s claim, this is the first shared task on offensive language detection in
Dravidian code-mixed text.

4. Proposed Method

Mainly three types of machine learning models were experimented using two types of word embed-
ding techniques. The first architecture was a simple MLP classifier using two hidden layers. The
second one was a combination of CNN-BiLSTM network with four convolutional layers. And the
third one was a BiLSTM stack with two hidden layers. In order to represent the individual words
in the comments, a simple CountVectorizer as well as BERT was used. CountVectorizer is used to
convert text data to a vector of token counts. It also provides the pre-processing of text data before
generating the vector representation. This capability makes it highly flexible towards feature rep-
resentation for text processing. On the other hand, BERT is a pre-trained NLP model that provides
contextualized word embeddings [23]. Static word embedding techniques provide the same vector for
polysemous words without proper consideration of their context. Whereas the dynamic embedding
techniques like ELMo and BERT can consider the context of words before generating their embed-
dings. BERT word representations take the entire input sentence into the equation for calculating the
word embeddings.

4.1. Neural Network based approach

Here the problem is shaped as a text classification task with offensive/not offensive names as labels
(classes). The number of classes is equal to the number of labels considered in the study. Text from
each post in the training data is considered as a training sample. Providing sequences of raw words
will make no sense to the machines. Hence, the complete training set is converted into numeric
values using CountVectorizer, a python functionality. The labels of each post are converted to zero
and one depending on the label. Finally, this vector representation is provided to an MLP classifier
with two hidden layers’. Different configurations of the neural network with different hidden sizes
have experimented. A network with (2,200) hidden configuration was performing well as compared
with the other configurations, where 2 is the number of hidden layers and 200 is the hidden layer size.

4.2. Deep Learning based approach

The second model employed a CNN-BiLSTM architecture which used convolutional filters of various
sizes. Here the words in the training data were first converted into its corresponding index using a
dictionary. Then the training data was zero-padded to make them uniform in length. The sequential
model of Keras was used for model construction [24]. The network was configured with four con-
volutional layers, two max-pooling layers, one dense layer, and an embedding layer. The embedding
layer is the first layer that performs the word embeddings. The embedding size was finalized as 50.
The second layer is a convolutional layer for its ability to capture the local context. The following lay-
ers (max-pooling and convolutional) were arranged in an alternate pattern for acquiring the patterns
within the comments/posts. 'Relu’ was used as the activation function to bring nonlinearity. The con-
figuration of the CNN part of the network is (7, 7, 3, 3) and (756,756,256,256), where the first four is

'https://github.com/ajees/HASOC



Table 1
Results of MLP with CountVectorizer based feature representation on task1

Hidden layers Hidden size epochs Accuracy(%)

2 100 20 93.25
2 200 20 93.5
2 400 20 93.75
2 800 20 93.75
2 400 10 93

3 400 20 93.5
3 400 20 93.5

Table 2
Results of BiLSTM with BERT based feature representation on task1

Hidden layers Hidden size feature size (word)  Accuracy(%)

2 300 768 92.5
2 400 768 91.25
3 300 768 92.5
3 400 768 92.5
4 300 768 92.5

the kernel size of each convolutional layer and the second four indicate the corresponding filters. The
convolutional layers were followed by a BiLSTM stack containing 400 neurons. The BiLSTM stack is
followed by a time distributed dense layer with ‘ReLu’ activation. And the final layer is a dense layer
with softmax activation units.

The third architecture was a BILSTM stack followed by dense layers. The hidden layers contain
300 neurons with “Tanh’ activation followed by a dense layer of 100 neurons. The final layer is also
a dense layer with a softmax activation unit. Here the input layer accepts the BERT embeddings as
input features. ‘bert-base-multilingual-uncased’ model was used for extracting the embedding vectors
from the code-mixed text. The embedding size was 768. Each word in the comment/post was replaced
by the sum of the vectors from the last four hidden states returned by the BERT model.

5. Results

Different experiments were conducted using different configurations of the neural network models.
Table 1 shows the results of CountVectorizerr based feature representation on MLP classifier (task1).
Similarly table 2 shows the results of BERT based feature representation on the BiLSTM stack. Table 3
shows the impact of the CNN-BiLSTM combination on the same dataset. Similar kind of experiments
was also conducted for task2. All the given results are based on the validation dataset provided in the
competition. Due to space constraints, the results of those experiments are not presented here. Even
though comparable results were obtained for the pre-evaluation phase (on development dataset) of
both the tasks, the final results of taskl experiments were not promising. I strongly believe that it
may be due to some formatting issues related to the final submission files. The significant difference
between the validation performance and test performance ensure this point.



Table 3
Results of CNN-BiLSTM stack on task1

Convolutional layers filter size BiLSTM layers Hidden size  Accuracy(%)
2 (256,256) 2 300 91.5
2 (756,756) 2 300 92
4 (756,756,256,256) 2 300 92.5
4 (756,756,256,256) 2 400 92.5
4 (756,756,256,256) 3 300 92.5

6. Conclusion

I have presented my naive approach towards classifying social media posts in Dravidian-code-mixed
text, for hate-speech and offensive content. No external resources like collection of abusive words,
negative social media comments, code-mixed abusive text, etc. were used for experiments. Results are
only based on the training and development data and expected to improve through the application
of modern NLP techniques. More improvements to the results can also be made by incorporating
external resources like collection of abusive words, code-mixed abusive text, negative social media
comments, etc as additional features.
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