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Abstract
Automated fake news detection has become vital in today’s digital age. Differentiating legit news
from fake ones has become an important classification challenge in natural language processing (NLP).
Various transformer-based deep learning approaches have taken widespread adoption from the research
community due to its outstanding performance. We have participated in the 2020 Fake News Detection
Challenge in the Urdu Language organized by Center for Computing Research (CIC), Instituto Politécnico
Nacional (IPN), Mexico and have stood second. In this work, we have implemented a generalized
autoregressor based model to classify news into fake or real. We have achieved an overall accuracy of
0.8400 and F1 macro score of 0.8370.
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1. Introduction

The age of the internet has led to a massive free flow of information. This information flow
has an added advantage of being easily accessible through widespread virtualization, leading
to cost benefits to humankind. This increased accessibility has led to widespread usage and
adaptability of the services it has to offer, to the point that one’s principal source of information
becomes the internet. Due to its ubiquitous and global nature, it is quite difficult to have a
central authority to have control over it, without defeating the true purpose it has to offer. As
we are moving more and more of our life to the virtual world, the importance of detecting
fake news has increased manifold as it has proven to have a negative impact on our society
[1]. There are various instances where fake news has been used intentionally [2] to spread
misinformation. This deliberate attempt has amplified in the era of social media where any
individual is ready to express their views without considering any facts, one such example is
given by [3]. It is also shown that the spread of fake news is exponential [3] and any initial
attempts could greatly help in curtailing the issue. Hence, there is a need to automate fake
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news detection. Fake news detection has also garnered a great deal of attention in the past from
both industry and academia. [4].

Our work mainly focuses on the fake news detection task of the Urdu language. In this work,
we have considered the task of fake news detection as a binary classification problem. We
have used XLNet [5] which is based on generalized autoregressive pre-training for language
understanding, to train our models. Also, we have created a monolingual corpus for the
Urdu language and developed pre-trained language models for giving an impetus for various
downstream NLP tasks in the Urdu language. Our work is based on the dataset and the task
provided by the organizers of 2020 Fake News Detection in the Urdu Language [6, 7].

Rest of the paper is organized as follows. In Section 2 we discuss the relevant works in fake
news detection. Dataset used in our work is described in Section 3. We describe our system in
detail in Section 4. Experimental setup is discussed in brief in Section 5. We discuss the result of
our model and its analysis in Section 6. Finally, we conclude along with future works in Section
7.

2. Related Work

Work related to automated fake news detection can be broadly classified into three distinct
categories’ viz. based on content, propagation, and social context [8]. Majorly, content-based
approaches have been used in the past that leverages lexical and syntactical features to detect
writing styles and words to capture the deceptive nature of the news. One such work by [9], uses
satirical cues based on a support vector machine (SVM) [10] algorithm to detect fake news. In
the past researchers have also worked upon to compare the linguistic features of fake news with
real news [11] and also gives a basis to the role of using stylistic cues to define the truthfulness
of a text. Work done by [12] have used computation models and have provided a comparative
analysis with human-based fake news detection task. Researchers have also worked with
comparing and analyzing the text from left-wing and right-wing news and comparing it with
the mainstream [13] and have demonstrated stylometric inquiry into hyper-partisan and fake
news.

Very few works have been done on fake news detection on the Urdu language in the past,
due to very less availability of the requisite dataset for this task. For the given Urdu fake news
detection task [14] is the only available dataset. Work done by [15] usesmachine translation (MT)
approaches to detect fake news in Urdu language. Various machine learning (ML) approaches
like random forest (RF), logistic regression (LR), and boosting (BO) have been utilized by [16] to
detect fake news in the Spanish language. Works like [17] and [18] uses emotional cues in the
text to detect fake news.

3. Dataset

3.1. Description

For our work, the organizers of 2020 Fake News Detection in the Urdu Language Task provided
us with the dataset for fake news detection [14]. The authors of [14] manually collected and



annotated for this binary classification task. The train data included a total of 638 samples, 350
from real and 288 from fake. The evaluation set included a total of 262 samples, out of which
150 are real and 112 fake. The test set comprised of 400 news samples. Since, a large Urdu
monolingual corpus is not available for pre-training our model (as discussed in Section 2). We
have created our own Urdu monolingual corpus for pre-training the deep learning (DL) models.
We have prepared the dataset by extracting Urdu sentences from various sources including
web pages, blogs, books, and government websites. The resultant monolingual data obtained
contains about 11 million sentences.

3.2. Preprocessing

The data provided by the organizers was already preprocessed as discussed by the authors of
[14]. For the monolingual corpus, we have used UrduHack1 to preprocess the collected corpus.
The preprocessing step included the removal of URLs, email IDs, and mobile numbers. The text
was also normalized, space was added after punctuation marks and extra spaces were removed.
Diacritics were also removed along with normalizing Urdu characters to obtain the text in the
proper Urdu range.

4. System Description

For pretraining as well as fine-tuning we have followed the architecture of [5]. The pretraining
and fine-tuning procedure are described in Section 4.1 and Section 4.2 respectively. We have
used the XLNet model instead of bidirectional encoder representations from transformers
(BERT) [19] as, the later model has some drawbacks to offer. The BERT based architecture tends
to corrupt the input with masks as it does not consider the dependency between the masked
positions. Also, the BERT model has a discrepancy between fine-tuning and pretraining the
model [5] as some symbols like [MASK] are absent during the fine-tuning step.

4.1. Pretraining

Leveraging unlabeled corpora has been very beneficial in various NLP tasks. Moreover, data
for unsupervised tasks are easily available in large quantities compared to their supervised
counterparts. Principally, there are two distinct pre-training objective’s viz. autoencoding
(AE) and autoregressive (AR) language modeling [5]. Hence, following the work of [5], we
have pre-trained our model based on the XLNet architecture, which employs a generalized
autoregressive method that takes the advantage of both pre-training objectives AE and the AR
language modeling. Apart from the architectural improvements in BERT, this XLNet model
based on [20], integrates the recurrence mechanism and relative encoding scheme that improves
performance in tasks involving longer sentences, like the given task of fake news classification.

1https://github.com/urduhack
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Table 1
Test Results of our Team CNLP-NITS on the Fake News Classification Task

Precision Recall F1 Score
Fake Class 0.8359 0.7133 0.8235
Real Class 0.8419 0.9160 0.8235

4.2. Fine Tuning

For fine-tuning the pre-trained model for the main binary classification task i.e. to detect
whether the news is legit or fake we have followed the fine-tuning procedure of BERT [19]
as given by [5]. Following [5], a span-based prediction is employed, wherein a fixed length
is sampled and consecutive span of tokens are randomly selected as prediction targets. The
problem of pretrain finetune discrepancy is also solved here.

5. Experimental Setup

We have trained the XLNet model that uses the AR pre-training method and employs the use
of language modeling objectives based on permutation. Since, each individual Urdu docu-
ment/news provided by the organizers was to be predicted as fake or real, following [5] we used
a longer sequence length of 512. Due to a smaller classification dataset and limited computation
power, we trained a much smaller model as originally trained by the authors of [5]. We have
used 6 layers with 4 attention heads, and an embedding dimension of 256. Inherently, larger
parameters were scaled down by four. Here, the XLNet based model is pre-trained on the same
domain of news dataset. Feature weighting scheme’s are not used. The embedding features from
the pre-training step (obtained after Section 4.1) is used in the fine-tuning step (as discussed in
Section 4.2) for classification. The XLNet classification task can be termed as the classification
algorithm used.

6. Results

The results for the fake news detection task was declared by the organizers of 2020 Fake News
Detection in the Urdu Language. The authors of this work participated by the team name
CNLP-NITS and as shown by the overall results on the website2 our team stood second out of
the 39 teams participated. The participated systems were evaluated based on precision, recall,
and F1 score. Our system reported an overall accuracy of 0.8400 and an overall F1 macro score
of 0.8370. Precision, Recall and F1 score for the fake class and the real class are as shown in
Table 1.

2https://www.urdufake2020.cicling.org/results-and-rankings

https://www.urdufake2020.cicling.org/results-and-rankings


7. Conclusion and Future Work

Our automated fake news detection system adopts the generalized autoregressors technique for
the binary classification task. Even though our XLNet based model shows good results, there
are avenues for improvements. The monolingual corpus required for the pre-training step can
be increased further. Several architectural improvements could also be made to incorporate the
challenges faced in the Urdu language.
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