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Abstract

The automatic or automated metaphor identification remains a challenging problem. The
methods proposed so far have been mostly developed for the English language and can be
roughly divided into two groups: intended for annotated and non-annotated corpora.
In addition, neural networks are used. It should also be noted that the application of recently
developed methods for measuring the degree of semantic association of collocation
components (T-score, Ml, logDice, etc.) fails to detect metaphorical expressions.

Previously, we presented a method of automated identification of metaphorical expressions
(adjective + noun) for non-annotated corpora of Ukrainian prose texts, based on the analysis
of dictionary definitions. This paper describes a method of automated identification
of metaphors in the semantically annotated corpus of texts. This algorithm is based on the
theoretical propositions and readings of metaphor within the framework of Conceptual
Metaphor Theory. The methodology contains an empirical stage at which structural-semantic
models of metaphors are detected and classified based on the semantic category of the words
in the right-hand position. The performance analysis and the evaluation of the method’s
effectiveness are presented.
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1. Introduction

The automatic/automated metaphor identification still remains a challenging problem. The
methods introduced so far have been mostly developed for the English language and divided into the
methods designed for semantically annotated, metaphorically annotated and non-annotated corpora.
A detailed analysis of the approaches used today is presented in [1, 2, 3, 4] and others.

It should be noted that different methods of automated metaphor identification are based on
different theoretical readings of metaphor; however, the most modern approaches are grounded on the
Conceptual Metaphor Theory [5, 6]. Given various interpretations of metaphor, researchers use
different terminology: ‘promising metaphorical words’ [1]; aspect words, abstractness of the aspect
words [7, 8] and others.

VUAMC corpus is an example of a metaphorically annotated corpus of the English language,
which is annotated applying the MIPVU methodology (Metaphor ldentification Procedure Vrije
Universiteit) [9]. This technique includes revealing the basic meaning of the word and then
determining the degree of contrast between the basic and contextual meanings. To avoid subjectivism,
two or more annotators are involved in this procedure and are to reach an agreed decision [9].

Previously, we developed a method of automated identification of metaphorical expressions
(adjective + noun) for non-annotated corpora of Ukrainian prose texts, based on the analysis
of dictionary definitions [10]. It has been successfully applied in a number of studies [11, 12], which
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proved the effectiveness of the proposed method. In addition, the Master's thesis, carried out under
our supervision, describes structural-semantic models of zoomorphic metaphors in the semantically
non-annotated corpus of prose texts [13].

This paper presents a method for automated identification of metaphors based on substance terms
in the semantically annotated corpus of texts. It should be noted that there are a number of principles
of semantic annotation of corpora [14]. The proposed method is based on theoretical provisions about
metaphor within the cognitive theory of metaphor. The analysis was conducted using GRAC corpus
[15]. Since GRAC V10 contains semantic annotation of only the most frequent words, we made
an attempt to semantically classify the collocates in order to test the hypothesis, using the principles
of semantic classification applied in the RNC [16].

2. Theoretical linguistic background

In the ‘precognitive’ period G. Sklyarevska identified the following types of regular metaphorical
transference (cognitivists instead of the term metaphorical transference mostly use the term blending
of conceptual domains): 1) OBJECT — OBJECT; 2) OBJECT — HUMAN BEING; 3) OBJECT —
PHYSICAL WORLD; 4) OBJECT — MENTAL WORLD; 5) OBJECT — ABSTRACTION;
6) ANIMAL — HUMAN BEING; 7) HUMAN BEING — HUMAN BEING; 8) PHYSICAL
WORLD — MENTAL WORLD [17] (see Fig. 1).
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Figure 1: Types of regular metaphorical transference

It has been revealed that conceptualization of mental states is characterized by personification,
perception of emotions as liquids, fire, light, elements (verbalization by the terms of these concepts)
[18]. O. Levchenko's phraseological study presents a range of metaphors within the verbalization
of mental states: STATE IS FORCE (FIRE, COLD (FROST), WIND, FLUID (WATER), LIVING
BEING (BEAST, RIVAL), LOCUS, CONTAINER; NORMAL STATE IS BALANCE, BODY IS
CONTAINER OF STATES [19].

Thus, formalizing metaphorical models, we can speak of a ‘metaphorical hierarchy’ (which
is somewhat different from the semantic hierarchy of features): mental states (feelings, cognition,
speech) are metaphorized in terms of physiological states (life, death, body temperature, hunger),
personification (a living being — a human being, an animal), elements, flora or substance, but not vice
versa; physiological states are metaphorized by personification (a living being — a human being,
an animal), elements, flora or substance. The research hypothesis is that the combination, in our case,
of nouns belonging to different levels of hierarchy in terms of their semantics should indicate
the formation of a metaphor (the greater the interconceptual distance, the more likely it is a
metaphor). Substance nouns are at a lower level of the hierarchy than nouns belonging to semantic
categories/thematic classes r:abstr, t:be, t:be:exist, t:ment, t:humg, t:behav, t:psych, t:psych:emot,
t:speech, etc. In terms of substance semantics, a number of mental states are metaphorized (see
Table 1).

We can state that the metaphor ANGER IS POISON is universal, it has various manifestations
in the Slavic languages: Ukr. ncysamu/sincysamu kpoe ‘spoil/have spoiled one’s blood’ 1) ‘to be
nervous, irritated’; 2) ‘to cause someone a lot of trouble; to make someone nervous, to irritate
someone’ [20]; Bulg. mpoes (ompaesam/omposs) kpvema na naxoz2o ‘poison one's blood’ [21]; Pol.
psuc komus krew, napsuc krwi ‘“wprawia¢ w zty humor; drazni¢, dokuczaé ‘to spoil one's blood, to put
someone in a bad mood; tease’ [22], although in the above examples we do not observe the use of the
actual term poison, in contrast to: Bulg. osporcu me sovm ‘anger holds me’ [23], where poison is



‘strong irritation, malice, anger’; uskapsam/uskapam (usnusam/uzies) cu s0a ‘pour out your anger’;
50 me e ‘I'm angry’ [23].

Table 1
Blended conceptual domains during the metaphorization of mental states

A mental state different from "normal"

) ) T ) ) )
Living being physiological force/element substance locus container
states (usually
fluid)
animal, rival hunger, light, fire, cold, poison, body as a sole, heart
temperature wind, water balm, nectar, container
honey

J. Dunn concludes that metaphor is a gradient phenomenon: certain metaphorical expressions are
characterized by a higher degree of metaphoricity, others are less metaphorical. The researcher
is convinced that the problem of different systems of metaphor identification lies in the fact that such
systems are based on binary division, and the phenomenon in question is of a gradient nature [24].
Therefore, he proposes to determine the degree of metaphoricity of the expression depending on its
metaphorical saturation [24]. The degree of metaphoricity is a very subjective feature, its
identification directly depends on the experience of the annotator. Interestingly, many works on
metaphor discuss a problem of classification of the phenomenon and assessment of its metaphoricity.
For example, Yu. Badryzlova notes: “in some cases, it is problematic to unambiguously classify
a meaning as a basic meaning or a non-basic meaning” [3]. However, we entirely agree that metaphor
is a complex and diverse phenomenon. The abovementioned properties are manifested in different
types of metaphors (structural — word, phrase, sentence, text (a metaphor that grows into an allegory
within the text); conceptual — associated with different ways of conceptualization; perception by
‘degree of metaphoricity’, etc.). We also agree that different procedures should be used to identify
different types of metaphors.

‘Traditional’ linguistic analysis, in particular within cognitive linguistics, consists of three stages,
namely identification, interpretation and explanation [25]. J. Charteris-Black claims that “metaphor
identification is initially concerned with ideational meaning — that is, identifying whether they are
present in a text and establishing whether there is a tension between a literal source domain and
a metaphoric target domain. Metaphor interpretation is concerned with interpersonal meaning — that
is, identifying the type of social relations that are constructed through them. Metaphor explanation
is concerned with textual meaning: that is, the way that metaphors are interrelated and become
coherent with reference to the situation in which they occur” [26]. The data necessary for the
automated metaphor identification are obtained at the stage of interpretation (when the blended
conceptual domains get formalized description in the form of classification into semantic categories/
thematic classes).

In this paper at the stage of ‘human’ identification of the metaphor we view collocations of the
formal-grammatical model SUBSTANCE NOUN (OTPYTA, BAJIb3AM, HEKTAP, ME]/
‘POISON, BALM, NECTAR, HONEY”) + NOUN. The second component of collocation is classified
based on a particular semantic category/thematic class it belongs to. Previously, a comparative
technique was proposed by Turney [6], but the analysis of ‘the mixture of abstract and concrete
words’ was carried out within the sentence.

In linguistics the metaphors of the model in question are called genitive metaphors (because the
second noun is mostly in the genitive case) or metaphors-comparisons. However, it is necessary to
take into account another property of such metaphors. In the course of metaphorization, we can
observe a complete and partial transfer of terms at the verbal level from blended conceptual domains.
For example, cf. 6aramymumu conosu komy ‘to muddy one's head’ 1) ‘to fool someone’, 2) ‘to incite
someone to bad actions, deeds’ [20]; rosumucs/snitimamucs na 2awok (na 8yoouxy) ‘to be caught on a
hook’ (on a fishing rod) [20], saxuodamu/zaxumymu 8yoky (2auox, 2axa) ‘to throw a fishing rod
(hook)’ [20]. The phraseological unit includes the component corosa ‘head’, which belongs to the



conceptual domain HUMAN BEING, and 6azamymumu ‘to muddy’ belongs to the conceptual domain
WATER. In the examples zosumucs/enitimamucs na 2awok (Ha 8Y00UKy, 3aKUOAMU/3AKUHYMU 8YOKY
(2auox, 2axa) ‘catch on a hook (on a fishing rod), throw a fishing rod (hook)’, the components belong
to the conceptual source domain FISHERY [27]. Thus, the metaphors of the model SUBSTANCE
NOUN + NOUN contain terms of two conceptual domains, which provides explicit markers for
automatic identification of the minimal metaphorical context. In fact, the substance noun
metaphorizes the second component in the collocation.

3. Results and discussion

Thus, based on the corpus data, we have identified 643 contexts with the component ompyma
‘poison’, in particular in 415 cases the word is used literally and in 228 contexts it is used
metaphorically. It should be noted that words/collocations in quotation marks can be considered
metaphorical if there are no markers of intertextuality. We have singled out the following cases of
literal use (see Table 2).

Table 2
Non-metaphorical collocations
Lexemes Semantic category/ Frequency Result
thematic class
6auuna ‘bacillus’ 1, sBiBuapka ‘sheep dog’l, t:animal r:concr 104 +

rtopsa ‘viper’4, oca ‘wasp’ 2, nnasyH
‘reptile’ 1, cobaka ‘dog’ 2, TapaHTyn
‘tarantula’ 1, kobpa ‘cobra’ 14, meaysa
‘jellyfish’ 1, naByK ‘spider’ 3, puba-nysaH
‘puzan fish’ 1, TBapuHa ‘animal’ 3, pyry
‘fugu’ 2, wMTOMOpPAHMK ‘pit viper’ 2,
6axkona ‘bee’ 6, ragtoka ‘viper’ 20, 3min
‘snake’ 21, ictoTa ‘creature’ 1, KapakypT
‘karakurt’ 1, komaxa ‘insect’ 10,
canamaHgpa ‘salamander’ 1, ckopnioH
‘scorpion’ 4, xaby ‘habu’ 1, wepleHb

‘hornet’ 1
A, ™ ‘you’, mn ‘we’, BiH ‘he’, BOHa ‘she’ 69 +
6aHKip ‘banker’ 1, 6part ‘brother’ 1, t:hum r:concr 67 +

avkTtatop ‘dictator’ 1, apykuHa ‘wife’ 1,
ayensaHt ‘duelist’ 1, imnepatop ‘emperor’
1, Knoga ‘Claude’ 1, InTBUHEHKO
‘Lytvynenko’ 1, nax ‘Pole’ 1, mana ‘baby’ 1,
Mapis ‘Maria’ 1, meacectpa ‘nurse’ 1,
Mnaaa ‘Mlada’ 1, Hagis ‘Nadiya’ 1,
Hapkoainok ‘drug dealer’ 2, HepoH
‘Nero’ 1, otamaH ‘ataman’ 1, Pebeka
‘Rebecca’ 1, cyntaHuwa ‘sultana’ 1, cycigka
‘neighbor’ 1, Xpyct ‘Khrust’ 1, uapuus
‘queen’ 1, AHHa ‘Anna’ 1, acnipaHT
‘graduate student’ 1, Bosk ‘soldier’ 1,
Aitm ‘children’ 5, xiHKka ‘woman’ 1, niaep
‘leader’ 1, naH ‘lord’ 1, nin-rpek ‘Greek
priest’ 1, Canbepi ‘Salieri’ 1, centok
‘peasant’ 1, cuH ‘son’ 2, cnyra ‘servant’ 1,
Konomuiika ‘kolomyyka’ 1, Hecca ‘Nessa’ 1,



BOAXB ‘magician’ 1, rep ‘herr’ 1, FopmaH

‘Hoffman’ 1, 3n104mHeup ‘criminal’ 1,
KannHoscbkuii ‘Kalynovsky’ 1, Knayc
‘Klaus’ 1, KHa3b ‘prince’ 2, Konera
‘colleague’ 1, nikap ‘doctor’ 2, nauieHT
‘patient’ 2, Munun'tok ‘Pylypyuk’ 1,
Cepaduma ‘Seraphim’ 1, cneujianictu

‘specialists’ 1, xa3siH ‘owner’ 1, nloguHa

‘person’ 3, mmncameeub-ybususa ‘killer
hunter’ 5

KBiTKa ‘flower’ 1, nncra ‘leaves’ 1, nocis

‘sowing’ 1, 3inna ‘potion’ 1, pocnnHa
‘plant’ 2, unkyta ‘hemlock’ 1, aHuap

‘antiar’ 1, rpub ‘mushroom’ 3, KontouKa
‘thorn’ 1, kKypape ‘curare’ 28, natow, ‘ivy’ 2,

noraHka ‘toadstool’ 1

The word ompyma ‘poison’ is followed by

a punctuation mark

lacnug ‘elapid’ 5, yoptuue ‘devil’ 1, acnug,

‘elapid’ 2, Bacunick ‘basilisk’ 5, riapa
‘hydra’ 2, notBopa ‘monster’ 1
BoroHb ‘fire’ 1, HapKoTUK ‘narcotic’ 1,

aKTMHIl ‘sea anemone’ 2, ras ‘gas’ 1, aum

‘smoke’ 1, KnuceHb ‘oxygen’ 1, niku
‘medication’ 1, giokcuH ‘dioxin’ 5,
peyoBuHa ‘substance’
cnig ‘should’ 3, Tpeba ‘must’ 5
06anuus ‘face’ 5, nmue ‘face’ 1
KpoB ‘blood’
cTpina ‘arrow’
ikno ‘fang’ 1, ronosa ‘head’ 2
opraHism ‘organism’
opraHisauis ‘organization’, pAaTyHoOK
‘rescue’
meg, ‘honey’ 1, abceHT ‘absinthe’ 1
cneucnyxba ‘special service’
opraH ‘part of body’

cTpaBsa ‘dish’
HupKa ‘kidney’

3as103a ‘gland’
nnoto ‘flesh’
rocTpak ‘sharp point’
DXKYHIAI ‘jungle’

m'aco ‘meat’

t:plant r:concr

t:animal t:stuff r:concr

t:stuff r:concr

r:mod
pt:partb r:concr pc:hum
t:stuff r:concr t:liq
t:tool r:concr top:rod
pt:partb pc:animal r:concr
pc:hum
t:living r:concr
r:concr:org r:abstr

t:food t:stuff r:concr
bbr r:concr t:org
hi:class pc:hum pc:animal
t:tool:mus
op:horiz r:concr t:tool:dish
pc:hum pt:partb:organ
r:concr
pc:hum pt:partb:organ
r:concr
pc:hum t:stuff r:concr
pt:constit
pc:tool:instr r:concr pt:part
pc:tool:weapon
pt:aggr t:space r:concr
sc:plant
pt:aggr t:stuff r:concr
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rpowi ‘money’

Xano ‘sting’
micue ‘place’
Kpanns ‘drop’

konogaa ‘log’
KAWHOK ‘blade’

anTteka ‘Pharmacy’
KOB ‘KGB’
BoJa ‘water’
ceno ‘village’

XycTka ‘shawl’

cTpax ‘fear’
Hapkomadia’ drug mafia’

AnekcaHgp ‘Alexander’
perioH ‘region’

KpuHuuya ‘well’
KnitnHa ‘cell’
roska ‘needle’
CKNsAHKa ‘glass’
micaup ‘moon’

wnsx ‘way’
cnpasa ‘deal’
nieminbapaa ‘half a billion” 1, Tucau
‘thousand’ 1
6inb ‘pain’
meTtoz ‘method’l, Homep ‘number’ 1,
ximioTepanis ‘chemotherapy’l
napaniy ‘paralysis’
po3mip ‘size’
cuna ‘power’

pig ‘family’
Ka ‘food’

cmepThb ‘death’
BUAiIHHA ‘vision’

sc:partb
pt:aggr:aggrpl t:money
r:concr sc:money:banknote
hi:class
pt:partb pc:animal r:concr
gc:space t:space r:concr
gc:stuff pt:gtm r:concr
r:concr
r:concr pt:part
pc:tool:weapon
r:concr t:org
r:propn t:org
r:stuff r:concr t:liq
sc:constr:build t:space
r:concr
t:access t:tool:cloth r:concr
top:cover
t:degr:max
t:group sc:hum pt:aggr
r:concr
t:hum r:propn t:persn
t:space r:concr pt:part
pc:space
t:space top:mineshaft
t:constr r:concr
t:tool top:contain pc:stuff
pt:element r:concr
t:tool:instr t:tool r:concr
d:dim
top:contain r:concr
t:tool:dish
top:horiz top:spher t:astr
t:space r:concr
top:stripe t:space r:concr
r:abstr
r:abstr t:card

t:physiol r:abstr
r:abstr

r:abstr t:disease
r:abstr t:param t:size
sc:hum t:pers r:abstr
pt:aggr:aggrpl t:param
r:concr
t:group pt:set r:concr
sc:hum r:abstr
t:physiol r:abstr
t:physiol t:be:disapp r:abstr
t:psych t:perc r:abstr

Y

Y =

+ + + 4+ +

+ + + 4+




The obtained results contain 11 errors. In a number of cases of the literal use of the word ompyma
‘poison’ in the right-hand position there are words belonging to the semantic categories/thematic
classes which hypothetically should indicate the metaphorical nature of the word ompyma ‘poison’:
Ane cnpuuunenuil ompymoro 0itb ne2aliHo nosepmacmocs, [ nmaxu 3uoey biscams 00 6oou ‘But the
pain caused by the poison immediately returns and the birds run to the water again’ (H. Quiroga,
Cuentos de la Selva, 1946); IHocniwuw — i nosicankyews. Ilexyua ompyma 6oiem 8idizeemvpcsi y miji.
A Koorcha 60dconuna cim's mae cgill «xapaxmepy, nompioHi inougioyanrerul nioxio... ‘Hurry up and
you'll regret it. The burning poison will resonate in the body. And each bee family has its own
"character", requires an individual approach...” (Journal Ukrainian Beekeeper, 1992); Tym we
30CMAnAcs noNoguna, i 0osoni 6yde nam, wob na cobayi ompymu cuay (Sc:hum t:pers r:abstr pt:aggr:
aggrpl t:param r:concr; GRAC: l:abst&amp; able: 2:abst:physio&amp; able: 3:abst: 4:abst:param:
5:conc:hum:collect: 6:abst:quantit:max) zeioams There is still half left, it will be enough for us to
find out the force of poison giving it to the dog’. Cobaxa 300xne — mebe xcusum y 3emnio 3aKonaem
‘Should the dog die, we will bury you alive in the ground’ (I. Karpenko-Karyi, The evil spark will
burn the field and disappear itself, 1893).

The accuracy of the results depends on the stylistic type of the text, prose or poetry. “The success
of the identification systems varies significantly across genres and sub-classes of metaphor” [24].
False identification is found in texts of scientific or popular science styles that have not been deleted
from the search query, such texts are more saturated with abstract terminology: Ilpu menwux dozax
ompymu cmepms (t:physiol t:be:disapp r:abstr; GRAC: 1:abst:disappear: 2:abst:physio) nacmac uepes
Kinoka xeunun. llpu yvomy cnocmepizaromscsa 3a0UtiKa, cyooMuy, 8Mpama c8i0OMocmi, i0UYmms...
‘Given lower doses of poison death comes in a few minutes. It is accompanied by shortness of breath,
convulsions, loss of consciousness, sensation’ (1.0. Kontsevich & B.V. Mykhailychenko, Forensic
Medicine. Textbook, 1997); Ocobaueo cunvno enmusac eawww. Ilpu ompyenni yicio ompymoio
6uUOdinHA guHuKaromb 00He 3a o0Hum ‘Hashish has a particularly strong effect. When poisoned by this
poison, visions appear one after another’ (M. Rubakin, Among Mysteries and Miracles, 1962); I7io
yac nposeedenmns ceawcie 3 ompumanus ompymu memooom (r:abstr) erexmpocmumynsyii sedymo
00K Kinbkocmi ompumanoi ompymu 610 Kodichoi 60iconunoi cimi... ‘During the sessions for
obtaining poison by the method (r: abstr) of electrical stimulation, the amount of poison received from
each bee family is recorded’ (Journal Pasika, 34, 2005), etc.

It should be noted that in the model SUBSTANCE NOUN (OTPYTA, FAJIb3AM, HEKTAP,
ME/J] ‘POISON, BALM, NECTAR, HONEY’) + NOUN the second noun is mostly in the genitive
case, functioning as a non-agreed attribute. Therefore, the verb in the sentence semantically agrees
with the conceptual sphere, in our case, of substance nouns. In other words, the prototype poison is a
liquid: B ii oywy enueanace kpanis 3a Kpanieio 2ipka ompyma KHUNCOK, WO BUOABATUCT MACOBUMU
mupaxcamu 6 xoauwninu nancoxit Ionswi ‘The bitter poison of books published in mass circulation
in the former lordly Poland poured into her soul drop by drop’ (Poison, Free Ukraine, 1940); Taxum
YUHOM, 8I0 JHCOBMEHAMU 00 NEPecniioeo OIIbUOBUKA 8 C8I0OMICMb CYCRINILCEA GIUBAIU 2A0NUY
Ompymy HeHAsUCmi 00 2epoi8 U3BONbHUX 3MA2aHb HA 3aXiOHOVKpaincokux 3emasx ‘Thus, from Little
Octobrist to the overmature Bolshevik, a viper's poison of hatred for the heroes of the liberation
struggle in Western Ukraine was infused into the consciousness of society’ (V. Palyvoda, Memoirs of
a Ukrainian Insurgent and Long-Term Gulag Prisoner, 2001); Ompyma ocepedky eénusacmucs
6 oumsaui oywi i cie posnycmy ‘The poison of the center flows into children's souls and sows
debauchery’ (S. Yefremov, Diary, 1925). Sometimes the second component of collocations is in the
instrumental case, for example, ompyma enaoow ‘poison by power’; in addition, in the word
combination ompymy eocnem ‘poison by fire’ the instrumental case depends on the verb sunarumu
‘to burn’. Thus, the identification of metaphors through the semantics of the verb in this case will be
ineffective, in contrast to contexts in which the abstract concept is an agent.

In total, 225 metaphors with a component ompyma ‘poison’ were identified, 206 metaphors were
identified correctly, and 18 were identified incorrectly by semantic categories/thematic classes. We
have revealed the following units in the right-hand position in the literal sense (see Table 3).
Inaccurate results are obtained in poetic context, for instance: Ksim sanoasprnoi nigconnoi menuyi |
Keim na axuii npoaue 6:1i0y ompymy micaus / Qui 6pamu yeimyms na cmimuuxax nonypi ‘The flower
of the polar half-asleep greenhouse / The flower on which moon shed a pale poison / Whose brothers
bloom in the dumps gloomily’ (V. Nezval, Five Minutes Past the Town, 1972 (translated by



A. Malyshko)); 4 neba nec kpunamuii 2cocmpum 030060m, Omouenum 6 ompymy eycm meoix, / Meni
wmamye cepye, i supunae / OcudHe K000 npusudis, nopioos bezooni mempsesoi cuig ‘And the sky's
winged dog with a sharp beak, Dipped in the poison of your lips, / Torns my heart to pieces, and
emerges / Disgusting brood of ghosts, the offspring of the Abyss of Dark Dreams’ (Yuri Klen in the
context of Ukrainian neoclassicism, 2004). In general, in a number of cases we are dealing with
extended metaphors, to the analysis of which a different approach should be applied (syntactic roles,
analysis of abstraction/sentence specificity): Moowciuso, ane s minoku npodosxicyio epy, sIKy nouas mu;
S WYKAI0 HA MEOI0 OMPYmy RPOMUOMPYMY, 51 6IUEAI0 8 mebe CMINbKU HeO08ipu, Wo Mmu 3MOoXNceul
submosamu it i 300posum noseprymucey dooomy ‘Perhaps, but | only continue the game you started,
I'm looking for an antidote to your poison, I'm instilling so much distrust in you that you can vomit it
out and come home healthy’ (P. Van Aken, Slapende honden, 1972, translation).

Table 3
Metaphorical collocations

Lexeme Semantic category/thematic  Frequency  Result
class
HeHaBucTb ‘hatred’ 14, woBiHI3m r:abstr 100 +

‘chauvinism’ 7, ineanism ‘idealism’ 6,
6pexHs ‘lies’ 5, HaujioHaniam ‘nationalism’
4, 3paga ‘betrayal’ 3, Bnaga ‘power’ 2,
rpix ‘sin’ 2, epecb ‘heresy’ 2, nepemora
‘victory’ 2, HeTepnumicTb ‘intolerance’ 2,
yTixa ‘consolation’ 1, 3auineHiHHA
‘numbness’ 1, abcTpaKLUioHi3m
‘abstractionism’ 1, aBTopuTapmsm
‘authoritarianism’ 1, 6inbwoBm3m
‘bolshevism’ 2, 6ionoris ‘biology’ 1, 6yTTa
‘genesis’ 1, Bnaga ‘power’ 1, ruis ‘anger’
1, aemokKparis ‘democracy’ 1, eBaHreniam
‘Evangelism’ 1, inen ‘idea’ 1, ictopis
‘history’ 1, nibepanism ‘liberalism’ 1,
nysepcteo ‘being a loser’ 1,
JNIOANHOHEHABMCHMUTBO ‘misanthropy’ 1,
manoayLwHictb ‘cowardice’ 1,
MaxHoBLLMHA ‘makhnovism’ 1, mucTeuTso
‘art’ 1, mogepHiam ‘modernism’ 1,
mockBodinbcTBO ‘Russophilia’ 1, Haumam
‘Nazism’ 1, Heposip's ‘distrust’ 1,
HocTanbria ‘nostalgia’ 1, opris ‘orgy’ 1,
naTpiotusm ‘patriotism’ 1, non-kynbTypa
‘pop culture’ 1, nonynism ‘populism’ 1,
nocrnpasaa ‘post-truth’ 1, nouinyHok
‘kiss’ 1, npe3aunpcteo ‘contempt’ 1,
nponaraHga ‘propaganda’ 1, pacusm
‘racism’ 1, peBaHwwmn3m ‘revanchism’ 1,
pesontouisa ‘revolution’ 1, cioHiam
‘Zionism’ 1, ckenTuumsm ‘scepticism’ 1,
arpecuBHicTb ‘aggression’ 1,
6e3ayxoBHicTb ‘spirituality’ 1, 6e3Hagin
‘hopelessness’ 1, byaeHHicTb
‘mundaneness’ 1, B'iaauBicTb ‘causticity’
1, HepbanbcTBO ‘negligence’ 1,



HeneBHicTb ‘insecurity’ 1, HeuncroTa
‘impurity’ 1, npuKpicTb ‘annoyance’ 1,
imnepcobKicTb ‘imperialism’ 1, YyopHoTa

‘blackness’ 1, camo3sHeBara ‘self-loathing’
1, 3anexHictb ‘dependence’ 1

3n06a 'anger’ 4, 3a3apouyi 'envy’ 2,

obpa3sa 'resentment’ 2, npucTpacTtb

‘passion’ 1, obypeHHs ‘indignation’ 1,

Haconopa ‘pleasure’ 1, 3a3apictb ‘envy’ 1,
»ax ‘horror’ 1, 3nicTb ‘anger’ 1, myka
‘torment’ 1, ctpaxgaHHs ‘suffering’ 1
Kap'epmsm ‘careerism’ 2, nMuemipcTso
‘hypocrisy’ 1, munocepas ‘mercy’ 1,
cebentoberso ‘selfishness’ 1, ambiuia

‘ambition’ 1, uMHi3m ‘cynicism’ 1,

yecTonobcTBO ‘ambition’ 1, ropaoLui
‘pride’ 1, gonuTtamsicTb ‘curiosity’ 1,

YKOPCTOKICTb ‘cruelty’ 1, 3axepnmBicTb
‘greed’ 1, mcTuBicTb ‘vengeance’ 1

KoxaHHA ‘love’ 11, nobos ‘love’ 1
OoKip ‘rebuke’ 2, nectowi ‘flattery’ 2,
AoHoc ‘denunciation’ 1, o6bmaH
‘deception’ 1, cnoso ‘word’ 2
BToMma ‘fatigue’

BULLLiCTb ‘supremacy’ 1, BopoxHeua
enmity’ 1, apyx6a ‘friendship’ 1, BiitHa
‘war’ 1, KoHTppeBoAtoLiA
‘counterrevolution’ 1
cymHiB ‘doubt’
3HeBipa ‘despair’2, 3HeBip'a ‘despair’ 2
iHCMHyauia ‘insinuation’ 1, aymKa
‘thought’ 1, npasaa ‘truth’ 1, cnorag,
‘memory’ 1
pesHouli ‘jealousy’
asapr ‘excitement’ 1, anartis ‘apathy’ 1,
nepea4yTTa ‘anticipation’ 1
cmepTb ‘death’
nisHaHHA ‘cognition’ 1, cBigomicTb
‘consciousness’ 1, yekaHHs ‘waiting’ 1
nacka ‘please’ 1, nocmiwwka ‘smile’ 2
KaTyBaHHA ‘torture’ 1, Hacunns
‘violence’ 2
npocsitneHHs ‘enlightenment’ 2, ThiHHA
‘decay’ 1
*utTa ‘life’
3alMeHHuK 1 ‘pronoun 1’
nouytTa ‘feeling’ 1, uytka ‘rumor’ 1
danbu ‘false’

COH ‘sleep’
nosuuis ‘position’
BMMUpaHHA ‘dying’

‘

t:psych:emot r:abstr

t:humq r:abstr

t:psych:emot r:abstr t:hum
t:speech r:abstr

t:physiol t:psych r:abstr
r:abstr t:poss

t:ment t:psych r:abstr
t:ment t:neg r:abstr
t:ment r:abstr

t:humgq t:psych:emot r:abstr
t:psych r:abstr

t:physiol t:be:disapp r:abstr
t:ment r:abstr

t:manif:emot r:abstr
t:impact r:abstr

t:changest r:abstr

t:be:exist r:abstr
t:word r:concr r:abstr
t:perc r:abstr
t:sound r:abstr
t:physiol r:abstr
t:loc r:abstr
t:be:disapp r:abstr
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TOH ‘tone’ t:abstr 1 +

KHUKKa ‘book’ r:concr t:text 1 +

HiY ‘night’ r:abstr pt:part t:time 1 +

BcecsiT ‘Universe’ 1, ocepeaok ‘centre’ 1 t:space r:concr 2 -

cepue ‘heart’ pc:hum pt:partb:organ 2 -

r:concr pc:animal
micaub ‘moon’ top:horiz top:spher t:astr 1 -
t:space r:concr

cnbo3a ‘tear’ t:stuff r:concr t:liq 1 -

npotuoTpyTa ‘antidote’ t:stuff r:concr hi:class 1 -

ocobucTicTb ‘personality’ t:hum ev r:concr ev:nonev 1 -

BilicbKO ‘troops’ t:group pt:aggr:aggrpl r:concr 1 -
sc:hum

n'aska ‘leech’ t:animal r:concr 1 -

micTo ‘city’ sc:constr:build t:space r:concr 1 -

Metepbypr ‘Petersburg’ r:propn t:topon 1 -

KiHOTeaTp ‘cinema’ r:concr t:org 1 -

pag ‘row’ pt:set sc:x r:concr r:abstr 1 -

Hapog, ‘people’ pt:set sc:hum r:concr 1 -

BycTa ‘lips’ pt:partb ev r:concr pc:hum 1 -

Hegpyr ‘foe’ pt:ind sc:hum pt:aggr t:hum 1 -
r:concr

pyiHa ‘ruin’ pt:aggr:aggrpl sc:constr 1 -
r:concr

The lexemes cepye, kpos, civosu ‘heart, blood, tears’ in fiction texts can acquire symbolic
meaning. “Organs such as heart, blood, tears etc. are symbols verbalizing relevant mental and
intellectual states (verbalization is based on the idea that these organs can be both producers and
patients)” [19]. Thus, for literary texts it is important to take into account the symbolic meaning
(which can be the result of both metaphorization and metonymization), in particular, a number of
somatisms: Becwv 6 ceo2co bamovka! — sukasye sicinka me, wo 3aexcou 6 Hei na gycmax. To ii éracha
ompyma cepuys, 5Ky, 00 peui, mamu eupobusic ons cebe i 3a enacnum peyenmom ‘Like father like
son! — The woman utters what is always on her lips. It is her own poison of the heart, which, by the
way, mother produces for herself and according to her own recipe’ (N. Odala, Who are you and what
are you doing here, 2011). InGRAC, the word cepye ‘heart’ is semantically tagged as
1:conc:body:part: 2:abst:psych:emot: 3:abst: 4:conc:hum:posit, which indicates that the word has a
number of meanings and ‘abstract’ ones are second and third in frequency. It is important to note that
this tag does not imply a negative evaluation. However, in the phraseological systems of the
Ukrainian language, the concept of THIB ‘ANGER’ is also verbalized through the idea of changes in
the heart functioning (the word cepye ‘heart’ is synonymous with euie, znicme, nepecepos, ipumayis,
nacis ‘anger, rage, anger, irritation, passion’), increased blood pressure and blood pollution: Ukr.
cepye nabiea ‘heart raids’; cepys 0ooamu ‘to add heart’ (cf. UKr. doknaoamu/ooxnacmu oywi (cepys)
‘apply soul (heart) to sth® — Belarus. capya meys na xaco ‘to have heart on someone’ — Bulg.
cwvpyemo my ce Hanusa ¢ kpwé ‘his heart is filled with blood’ [19]. Contexts such as Tocms xusana
207106010 I 6MUPANA CONOHY OMPYMY CUi3, a Koau tiwna, mo il yoce 6yno necuie’ ‘The guest shook her
head and rubbed salty poison of tears, and when she walked, it was already easier for her’
(O. Pechorna, Sinner, 2011) prove that the word civo3a ‘tear’ should be annotated with the semantic
tag t:manif:emot in the corpus.

We have revealed some interesting examples regarding the semantic categories: metaphor: ... Mu
nepemoenu micmo! Ceamkyil 3i mHorw nauty nepemozy! Tenep mu mooicemo 6yoysamu ceo€ dHcummsi,
einbre 6i0 ompymu micma (sc.constr:build t:space r:concr; GRAC 1:conc:loc:container)!.., npu
YboMy GuHUKAE cneyughiunuil 6ubip OnosioHoI npocpamu Ha NiOCmMasi Ni3HABATLHUX NPOCMOPIE...
‘We defeated the city! Celebrate our victory with me! Now we can build our lives free from the



poison of the city!.., and there is a specific choice of narrative program based on cognitive spaces...’
(T. A. Marchak, Ideological and artistic specificity of G. Mykhailychenko's sketch The City, 2010);
Ompyma Ilemepoypra, micma mymanis i npumap, micma niocmynnoi “imimayii €sponu” — eoice
3pobuna ceoe; Bona, ax nowecms, nonecia myou ompymy pyin. Tu mano nanugca ii ? — Ane wo s
mym pooumu, mamy? Mu s nompemo! The poison of St. Petersburg, the city of mists and ghosts, the
city of insidious "imitation of Europe™ — has already done its thing; Like a plague it carried the
poison of ruins there. Have you drunk enough of it? — But what shall we do, Dad? We will die!” (M.
Ivchenko, The last minutes, 1919); non-metaphor: Il]e mucsiui modeti 6yau 3myuieni 3anumumu ceoi
oceni U nepeixamu 3 ypaxcenux ompymoro cin (sc.constr:build t:space r:concr; GRAC
1:conc:loc:container: 2:conc:loc: surface: 2:conc:hum:collect) y 6esneuni pecionu. ‘Thousands more
people were forced to leave their homes and move from poisoned villages to safe regions’ (on-line
newspaper; Ukraina Moloda, 2011). The dictionary definitions of the words wmicmo, ceno ‘city,
village’ do not explain the binary opposition city — village, given in fiction and philosophical texts,
where the units denoting loci are used in the civilizational sense. Moreover, the word ceno ‘village’ is
used as a metonymy, which is reflected in the dictionary definition and, accordingly, in the semantic
tagging of GRAC. Marking the ambiguity of words in tagging represents the semantics accurately
(0epeso ‘tree’ |l:conc:plant: higherclass: 2:conc:stuff| srcumma ‘life’ |1. abst:exist: 2:abst:time:
3:abst|), but requires algorithms of contextual distinction between ambiguity and homonymy (as in the
case of the word pyina ‘ruin’, the ambiguity of which is given in the dictionaries) and, accordingly,
clarification of the metaphor identification methodology, which should take into account the
configurations of semantic tags. One of the compilers of the GRAC corpus states: “In cases of
ambiguity, ie, when a lemma may have more than one set of semantic tags due to being used in
multiple senses, all such sets are listed in the semantic lexicon, leaving the problem of semantic
disambiguation for later stages” [Starko 2020]. The solution to this problem can be additional
verification of individual results using the method proposed in [10].

The formal approach does not work when the word ompyma ‘poison’ collocates with words that
belong to the thematic class pt:set | pt:aggr — group and collective objects (me6.i, rr00cmso ‘furniture,
humanity’): Vce oic pazom yssame euxonye oOmy i my e poiv Oyxosnoi ompymu Hapody (pt:set
sc:hum r:concr; GRAC 1:conc:hum:group:higherclass) ‘All together performs the same role of
spiritual poison of the people’ (V. Koptilov, Letters from Paris; letter G6; devilry and mysticism,
1974); /lo moeo, wo ece Kkpawe 6 Hawiil icmopii chanbulo8ano, 3anIAMoOSaAHO 3MIIHOI OMPYMOoIO
Heopyzie. ‘To the fact that all the best in our history is falsified, tainted with snake poison of enemies’
(A. Palamar, Degradation, 2004); ...eede csoe, we He nopyuieHe pegontoyitiHow OmMpymor Giticbko
(t: group pt:aggr:aggrpl r:concr sc:hum; GRAC 1:conc:hum:group:collect) ‘...leads its army, which
has not yet been violated by the revolutionary poison’ (S. Mazlakh, V. Shakhray, The union of
proletariat and bourgeoisie against world imperialism, 1919). In some cases, the clarifying factor for
identification may be the left-hand environment: oyxosenoi ompymu, pesontoyitinoro ompymoro
‘spiritual poison, revolutionary poison’.

We have also revealed not very common cases when the word combination empyma ‘poison’ +
collocate (t:animal r:concr) is metaphorical: ...epowi, ruyemipcmeo, 6aeamemeso, 6auck i 306HiUHIT
wux 6bpanu eepx Hao ycim. Ll ompyma n'aexoto enusanacs 6 ii ceidomicmb, mouuna ii cepye
‘...money, hypocrisy, wealth, brilliance and external chic prevailed over everything. This poison like
a leech penetrated her consciousness, sharpened her heart’ (Poison, Free Ukraine, 1940). This is
a typical example of an extended metaphor. This metaphor is lexicographically fixed: snusamucs
(6numucs) n'asroro (K n'aéxka) 6 cepye; Mos (Hemoe, Have i m. iH.) n'aeku 3a cepye ccyms ‘to get like
a leech into the heart; like (as if, etc.) leeches suck the heart’ [28].

Another example shows the generally typical phenomenon of a combination of metaphor and
metonymy — metaphthonymy: Hanpuxnao, 0yxoewy cmepmv wupoKkux mac, wo 60eHb MANCKO
npayioms, d 86e4opi 3acyodceHi Ha ompymy KiHomeampy i menegizii, 6oHu 68ajdcaioms YiiKoMm
nopmanvror. ‘For example, the spiritual death of the masses, who work hard during the day and in
the evening are doomed to the poison of cinema and television, they consider quite normal’ (C.
Milosz, The captive mind, 1983, translated by B. Struminskyi).

We observe comparable lists of semantic tags of noun-collocates for metaphors and non-
metaphors analyzing implementations of the model BAJIb3AM, HEKTAP, MEJT ‘BALM, NECTAR,
HONEY’ + noun. Obviously, the frequency of specific semantic tags of noun-collocates are different



for each of the analyzed words, as well as the ratio of metaphors and non-metaphors (see Table 4).
The most frequent of the analyzed words are the least metaphorical.

Table 4
The ratio of metaphors and non-metaphors
Substance noun Frequency in the Total number of Non-metaphor Metaphor
corpus collocations
(absolute/relative)  substance noun +
noun
oTpyTa ‘poison’ 9,408 (14.40 ipm) 646 418 (64,7%) 228 (32,29%)
6anb3am ‘balm’ 1,365 (2.09 ipm) 63 34 (53,97%) 29 (46,03%)
men ‘honey’ 26,326 (40.40 ipm) 1378 1221 (88,61%) 157 (11,39%)
HekTap ‘nectar’ 1,763 (2.42 ipm) 135 91 (67,41%) 44 (32,59%)

We have revealed a high percentage of metaphors among the collocations with the component
banvsam ‘balm’”. He cmpax 3a wnueyncmeo I'ankina, Hi CNOOIBAHHS «NPUKA3Q» 8JiCe HE MPUBOLOLIU
11020} HCIHUUHA 110008, MUXI, PO3YMHI PO3MOSU 3 MecmeM Haye 0anb3am CROKOKW 81UBANUCH 8 1020
cepye... ‘Neither the fear of Galkin's espionage nor the hope of the "order" bothered him; a woman's
love, quiet, intelligent conversations with his father-in-law like a balm of peace poured into his
heart...” (O. Konyskyi, Yuriy Gorovenko. Chronicle of Troubled Times, 1883); I, oymas ITighacop nao
CMUCTIOM 3eMH020 Oymmsi, 601iCHO nepebupag y ceidomocmi myopi euciosu girocogie ma wyxauie
Iemunu i He mic nokaacmu Ha pamy cepys yinowoz2o 6anviamy zacnokoecuns... ‘And, Pythagoras
thought about the meaning of earthly existence, he painfully went over in his mind the wise sayings of
philosophers and seekers of Truth and could not put on the wound of the heart the healing balm of
soothing...” (O. Berdnyk, Veil of Isis, 1969); Bzacani mpis ye 6anvzam oywi ‘In general, a dream is a
balm of the soul’ (F. Odrach, On uncertain ground); I menep tioco oywa konucanracs Ha xéuni c8imioi
neuani, Kynaiace y éanv3ami cnieuymms, sxkuii max weopo sunueaia Ha Hbo2o Mepi ‘And now his
soul was floating in a sad serenity. It was embalmed in the sympathy that Mary so generously poured’
(Aldous Huxley, Crome Yellow, translated by V. Vyshnevyi, 1978). It should be noted that in all the
above sentences we can see extended metaphors and/or a combination of metaphor and metonymy,
but in this paper, we consider only the minimal metaphorical context.

Interestingly, metaphorically synonymous terms é6anezam ‘balm’ and nexmap ‘nectar’ verbalize
the concepts which only partially intersect: Mooiwce, mob6i 30asanocs npunuznusum nowymms OlgUuHU,
Kompy mu uje HeOd8HO HANy8as HeKmAapom 3HAHHA, 3I0paHuM 3 KEIMOK 6CIX GIKi@ i Hapoodig?
‘Perhaps you found humiliating the feelings of the girl you recently drank the nectar of knowledge
collected from flowers of all ages and peoples?’ (O. Berdnyk, The darkness does not ignite the hearth,
1993); — Bu n'ani, npasoa? — nepebuna maeka. — A n'anuii hekmapom xoxanns ‘— You're drunk,
aren't you? — The maw interrupted. — I am drunk with the nectar of love’ (O. Turyansky, Son of the
Earth, 1933); ...eona, cnpasdi, moe ma 60cona, HEEMOMHO MPYOUNLACS — HECAd CEBOEMY HAPOOOSI
yimowutll HeKmap oceiueHocmi i Kyaibmypu — nonpu 6ci 6eskineuni imnepcoki ymucku. ‘She, indeed,
like a bee, worked tirelessly — carried to her people the healing nectar of education and culture —
despite all the endless imperial oppression’ (I. Kuchernyuk, Magazine Native Land in socio-political
and cultural life of Ukraine (1905-1916.), 2016); I'eniit Kapna XII nipsas ix, sk 2ypazam, uxonus 3
pionux xam, 3 00ilimie 6amvKie, HCIHOK i Oimell | HECMPUMHUM JIeMOM HIC HA3YCMPiy HegiooMUxX
nooiti y HegiooMUX Kpasx, isAK Oe3npumoMHUX, K HANOEHUX Y36apom 3a0ymms i 3a0YPMAHEHUX
Hekmapom caasu, Kuoas 6 obiumu mepninns, karnymea i cmepmi ‘The genius of Charles XII tore
them apart like a hurricane, snatched them from their homes, from the arms of parents, wives and
children, and carried them to unknown events in unknown lands, and as unconscious, as intoxicated
with forgetfulness and intoxicated by the nectar of glory throw them in the arms of ordeal, injuries
and deaths’ (B. Lepkyi, Poltava, 1929)

Collocations with the component meo ‘honey’ are metaphorized the least frequently. Typical are
collocations with the components xkoxawuus, snanns, euenns ‘love, knowledge, teaching’: B oyxmsni
N02ICa ManUAa Tykasa epeuxda. Medom Koxanna 2ycau oui, six comu... ‘Sly buckwheat beckoned in the



fragrant bed. The honey of love filled the eyes like honeycombs’ (I. Kalynets, Dance of Thirst, 1964);
..8OUBTIABCS 8 WADU T CKPUHBbKU, 5IKI X08AMU 8 COOI PI3HI NANKU, KAPMOMEKU, KAPMKU — WITbHUKU,
NOBHI 2IipK020 Medy 3HAHHA, 3i0paAH020 3 MUCAY THOOCLKUX YCM, abo 5K 1 ue HA3UBAs ix Y XGUIUHU
eipkomu U 0ocaou, Kamaxkomou J0OCbKO20 JHCUMMIS — NOSACHIO8A8, CEI0YUB, CMABUS NIONUCHU...
‘Looked at the closets and boxes with various folders, files, cards — seals, full of bitter honey of
knowledge gathered from thousands of human lips, or as | called them in moments of bitterness and
annoyance, the catacombs of human life — explained, testified, signed’ (H. Auderska, The fruit of the
pomegranate tree, translated by D. Andrukhiv, 1978); L]z sitina, — kaosice Anw, — 3ibpana 2ipxuii meo
doceidy mucsuonimmuvoi 6opomsou This war, says An, gathered the bitter honey of the experience of
the millennial struggle’ (B. Dymytrova, translated by M. Syngaivskyi, Underground Sky. Vietnamese
Diary — 72, 1973); Toii, xmo ne Kywmye meody HCUmms 3 2leKa CMYMKY, He PO3YMIE, Wo makxe
acumms... ‘He who does not taste the honey of life from the pitcher of sorrow does not understand
what life is like...” (S. Tkachuk, Kaleidoscope, 1985).

In our opinion, to optimize the process, any automated identification of metaphors should begin
with building a database of stabilized metaphors, because in many cases, considering the minimum
metaphorical context will not give the expected results. Such stabilized metaphors are phraseological
units that vividly illustrate collocations with the component meo ‘honey’ (although in modern texts,
given the stability, they are used in a transformed form): He sapmo ncysamu 6ouxy medy noxzckoro
ovoemio, — ckaszae Jinni “You should not spoil a barrel of honey with a spoon of tar, — said Danny...’
(K. S. Pritchard, The Roaring Nineties, translated by L. Solonko, 1985); Facambom 30aemuvcs, wo npu
e1adi oaroms meo noxckor icmu ‘It seems to many that the authorities get a spoonful of honey to eat’
(Internet newspaper; Vysokyi Zamok, 2006).

Thus, the study revealed conceptual domains that are blended during metaphorization. We
calculate the semantic distance between words that verbalize the concepts in question (using [29]).
“In distributional semantics, words are usually represented as vectors in the multidimensional space of
their contexts. Semantic similarity is calculated as the cosine proximity between vectors of two words
and can have values within [-1 ... 1] (in practice, only values above 0 are often used). A value of 0
means that these words do not have similar contexts and their meanings are not related to each other.
The value 1 indicates full identity of contexts and, consequently, the proximity of meaning” [29].

Table 5
Semantic distance between words
Word Banb3am 'balm’ Meg ‘honey’ OTpyTa ‘poison’
HeKTap ‘nectar’ 0.45107579594507313  0.6208797585487278  0.4348118568001384
meg, ‘honey’ 0.4771952087811581 — 0.4683109649419713
6anb3am ‘balm’ — 0.4771952087811581  0.5028191848746367

Indices of semantic similarity of the substance nouns are within the range of 0.43-0.62. The
indices of semantic similarity of the words included in the minimal metaphorical contexts are much
lower (0.002-0.33), the range of indices of non-metaphorical collocations is 0.097-0.53 (see table 6).
On the one hand, vector analysis shows valuable information about interconceptual distance,
indicating a tendency to metaphorization for words that are at a ‘greater distance’, and on the other
hand, it can be used only as a supplementary parameter to identify metaphors.

Table 6
Indices of semantic similarity of the substance nouns
Metaphorized OTpyTa ‘poison’ Metaphorized OtpyTa ‘poison’
collocate collocate
3nicTb ‘anger’ 0.3308868957997684 KOXaHHs ‘love’ 0.12891872358970644
3n06a ‘evil’ 0.3011577365356576 BoporkHeua ‘hostility’  0.11998252575390438
3asgpolui ‘envy’ 0.3011577365356576 cymHiB ‘doubt’ 0.10977057000931573
6pexHs ‘lie’ 0.2681072695933819 anarTia ‘apathy’ 0.09872702565220001

pesHoui ‘jealousy’ 0.2618815477411945 nepeavyTTa 0.09519532895984645



npucTpacTb ‘passion’
»Kax ‘horror’

HeHasuCcTb ‘hatred’
3asgpicTtb ‘envy’
asapr ‘hazard’
cmepTb ‘death’

obpasza ‘insult’
WOBIHI3M ‘chauvinism’

npasga ‘truth’
iHcMHyauia ‘innuendo’

0.2576043337562662
0.2566227403508865

0.25424900903838155
0.2408787394098845
0.2342687041056827

0.20957808950454004

0.20518826793416997
0.1529430182452781
0.1474135213593364

0.14187039801692342

‘anticipation’
nobos ‘love’
HaLljioHani3m
‘nationalism’
crnorag ‘memory’
3paga ‘betrayal’
KuTTA ‘life’
3HeBipa
‘despondency’
BiliHa ‘war’
AyMKa ‘thought’
3HeBip's ‘despair’
ineaniam ‘idealism’

0.0935134304568005
0.09182481239332142

0.09175144267229594
0.0858440026561671
0.08254863717627696
0.08100316401306822

0.07417490885008761
0.03801466047117183
0.010143498359646768
0.001699740009861427

Non-metaphorized
collocate

OtpyTa ‘poison’

Non-metaphorized
collocate

OtpyTa ‘poison’

Kypape ‘curare’
raftoka ‘viper’
naByK ‘spider’
Komaxa ‘insect’
Kpos ‘blood’
meg ‘honey’
opraHism ‘organism’
rpnb ‘mushroom’
KapaKypT ‘karakurt’
3mis ‘snake’
abceHT ‘absinthe’
6axkona ‘bee’
TBapuHa ‘animal’
rropsa ‘gurza’

0.5328772920494754
0.480684355543558
0.4800154419184869
0.47705181746284386
0.47298034138952566
0.4683109649419713
0.468012262219308
0.4275471340564579
0.426857503815521
0.42227195451628796
0.42054481184142783
0.41244825131368734
0.40910802571132343
0.3720726981888439

cTpina ‘arrow’
pocnunHa ‘plant’
umKkyTa ‘hemlock’
ikno ‘fang’
nauieHT ‘patient’
CKopnioH ‘scorpio’
NoanHa ‘man’
Kobpa ‘cobra’
KOJtouKa ‘thorn’
06nyusa ‘face’
PATYHOK ‘rescue’
nikap ‘doctor’
nnue ‘face’
aH4ap ‘antiar’

0.3660649852595244
0.3549136298862671
0.3339055131871234
0.32989676484625086
0.315834755363813
0.3136195716421568
0.30783231082861556
0.30650560129434
0.2696868590240854
0.17895976611022407
0.17026515358561461
0.15915295896413628
0.15803219227075133
0.09715284384975119

4. Conclusions

Thus, distributional semantic analysis of collocations of the formal model NOUN (t:stuff
r:concr) + NOUN gives 90-94.89% of accurate results. The findings show that the collocations of the
model NOUN (t:stuff r:concr) + NOUN (r:abstr; t:psych, t:speech, t:word, t:text, t:physiol, t:ment,
t:manif:emot, t:be:exist, etc.) are metaphorical.

Identification procedures require additional clarification for the collocations of the model NOUN
(t:stuff r:concr) + NOUN (t:space, t:hum, t:group, t:topon, etc.) in fiction texts. The interpretation of
collocations that include somatic symbols is problematic by the classification of nouns into semantic
categories/thematic classes used in this study.

Furthermore, it has been revealed that the model NOUN (t:stuff r:concr) + NOUN (t:disease,
t:size, t:param, t:physiol, t:psych, t:perc) is non-metaphorical in scientific and popular science texts.

Semantically annotated corpora provide a basis for creating techniques for automatic/automated
metaphor identification. Obviously, specific algorithms for metaphor identification depend
on the principles of semantic tagging used in a particular corpus of texts. However, the starting point
of identification is the idea of a ‘metaphorical hierarchy’: the concepts that are at higher levels are
metaphorized in terms of the concepts of lower levels; the greater the interconceptual distance, the
more likely the creation of metaphorical meaning is. The distribution of conceptual verbalizers at
different levels (by a certain semantic category/thematic class) allows us to describe formal models of
potential metaphors.
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