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ABSTRACT
This approach has addressed the Medico automatic polyp segmen-
tation challenge, a part of Multimedia Evaluation 2020 (MediaEval
2020). We have proposed a deep conditional adversarial learning-
based network for the automatic polyp segmentation task. The
network is composed of two interdependent models, namely a
generator and a discriminator. The generator network is a Fully
Convolutional Network (FCN) employed for the prediction of the
polyp mask while the discriminator enforces the segmentation to be
as similar as the real segmented mask (ground truth). Our proposed
model achieved a Jaccard index of 0.713, Dice Similarity Coefficient
of 0.801, recall of 0.835, precision of 0.826, accuracy of 0.944, and
F2 measure of 0.812 quantitatively evaluated by the organizers on
the test dataset.

1 INTRODUCTION
Colorectal cancer (CRC) is a malignancy developed from the non-
cancerous protrusions called polyps that develop in the colorec-
tum’s inner tissue lining [4]. Colonoscopy is considered a “gold
standard” for the early diagnosis of CRC [14]. However, polyp
miss rates are high during the exploration of the colorectum due
to human factors such as lethargy, inadequate concentration, and
workload. There is an estimated average miss-rate of 20% of polyps
during the examination [3].
Polyp segmentation is a significant problem for the early diagnosis
of CRC. So, a great deal of research has been dedicated to automatic
polyp segmentation. In the last few years, deep learning techniques
based on Generative Adversarial Networks (GANs)[5] have further
revolutionized the state-of-the-art techniques in the computer vi-
sion domain [10]. Recently, a significant improvement has been
seen in the field of medical image analysis [8]. Some GAN based ap-
proaches for polyp segmentation have been reported in the works
of [11–13].
The task provided for the Medico automatic polyp segmentation
challenge is to develop a computer-aided diagnosis system for auto-
matic polyp segmentation with high efficiency and accuracy[6].
So, motivated by the insights of GANs in the domain of medical
image analysis [8], we have proposed a deep conditional adversarial
learning based network for automatic polyp segmentation.

2 APPROACH
This section describes our approach and proposed solution to the
Medico automatic polyp segmentation challenge [6].

The proposed framework in Figure 1 is based on conditional
generative adversarial learning, which involves two interdependent
modules, a generator network (G) and the discriminator network
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(D). The generator network is responsible for the segmentation
task, while the discriminator network enforces the segmented mask
to be similar to the ground truth.

2.1 Preprocessing
The training challenge dataset [7] contains a limited number of
samples, so to increase the size of the training dataset, we have
applied 3 general transformation approaches: rotation (15◦ to 350◦),
flipping (vertical and horizontal), and translation (−5 to 30). Such
transformations are invariant, and it is anticipated that clinicians
can analyze medical images from different perspective without
tampering the diagnostic results.

2.2 Proposed cGAN Architecture
The proposed cGAN network works in two stages. In the 1𝑠𝑡 stage,
the input grayscale image (𝑃) is fed into the generator (𝐺𝜃𝐺 ), which
is an FCN parameterized by 𝜃𝐺 where 𝜃𝐺 = {𝑊𝐺 , 𝑏𝐺 } denotes the
weights and biases of the encoder and decoder network. The en-
coder part consists of 12 convolutional layers, each with a kernel
size of (3 × 3), while the decoder part contains 12 deconvolutional
layers. Each convolutional layer in the encoder part is followed by
batch normalization to avoid the risk of overfitting and is empow-
ered by a Rectified Linear Unit (ReLu) activation function [1]. After
a sequence of 3 convolutional layers, a MaxPooling layer[2] is used.
The decoder part has a sequence of deconvolutional layers followed
by batch normalization and ReLu as an activation function. An
Upsampling strategy is followed in the decoder part to adjust the
dimensions. The deconvolutional layers in the decoder part contain
strides of different sizes respectively. We further implemented skip
connections between the layers in the encoder and the decoder part
to concatenate coarse, deep, and semantic information which will
enhance the semantic representation of the output generated mask.
Finally, the last layer in the generator network contains a convolu-
tional layer with a kernel size of (1 × 1). The generator network is
trained to produce the binary segmented generated mask(𝑀).
In the 2𝑛𝑑 stage, the input image (𝑃) and the binary mask con-
taining the polyp region, which can either be the output binary
generated mask (𝑀) or the ground truth mask (𝑄) is concatenated
and fed into the discriminator (𝐷𝜑𝐷

) parameterized by (𝜑𝐷 ) where
𝜑𝐷 = {𝑊𝐷 , 𝑏𝐷 } denotes the weights and biases of the discriminator
network. In the discriminator network, we have stacked a total
number of 10 convolutional layers with batch normalization and
ReLu activation function. Each of the layer has a kernel of size 3× 3
and different strides. A skip connection is also applied so that the
features learned in the initial layers can be sustained. Finally, the
sigmoid function is applied to the output which takes real values
varying between 0 and 1, where 0 signifies fake, and 1 signifies real.
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Figure 1: Proposed Framework for segmentation of polyp

Figure 2: (a) Sample polyp images, and (b) Corresponding
segment masks generated by the PA

2.3 Training Strategy
The training process of the proposed network alternates between
2 steps: (1) The generator is trained to produce a predicted syn-
thetic mask by freezing the discriminator, and (2) the discriminator
is trained while freezing the generator. The adversarial learning
process of the network iteratively optimizes the parameters of the
generator(𝜃𝐺 ) and the discriminator (𝜑𝐷 ) through the loss func-
tion. The error produced by the discriminator is backpropagated
through the generator such that the segmented mask is consistent
with the ground truth and can fool the discriminator. In this work,
to optimize the generator network, we have used Binary Cross En-
tropy (BCE) and Mean Squared Error (MSE) loss functions weighted
with an empirical weighing factor 𝜆 to minimize the training insta-
bility where 𝜆 is chosen to be 0.5. Similarly, we have used BCE as a
loss function for the discriminator network. The total GAN loss is
the sum of the loss for the generator network and the discriminator
network. In this study, we have trained each of the generator and
the discriminator networks for 35 epochs. We have used the Adam
optimizer [9] with a learning rate of 1𝑒 − 4 and a batch size of 12.

3 RESULTS AND ANALYSIS
Our proposed segmentation technique is developed and evaluated
on “Kvasir-Seg” dataset[7] provided by the organizers of the chal-
lenge.

In Figure 2, (a) we have included some polyp frames from the test
dataset showing different variations of polyp in terms of shapes,
sizes, and color, whereas (b) shows the corresponding predicted
segmented mask by our Proposed Approach (PA). It can be well
visualized that our proposed technique can efficiently segment the
abnormal region (polyp) from the frame.
In Table 1, we have tabulated the official results evaluated by
organizers of the challenge on the test dataset for our proposed

Table 1: Results of our approach on the first task of Medico
automatic polyp segmentation challenge

Method JI ↑ DSC ↑ PRE ↑ REC ↑ ACC ↑ F2 ↑
PA 0.713 0.801 0.828 0.835 0.944 0.812

approach (PA) towards the automatic polyp segmentation task. To
justify the clinical relevance of the method, different measures
have been considered, such as Jaccard Index (JI), Dice Similarity
Coefficient (DSC), Precision (PRE), Recall(REC), Accuracy(ACC),
and F2 score(F2). The JI and DSC determine the degree of overlap
between the predicted mask and the ground-truth where 1 signifies
perfect segmentation. Although, there were polyps with complex
shapes and sizes, we achieved a considerable JI and DSC score
by our PA. There is a significant trade-off between the PRE and
REC, which justifies the consistency of the model, and as the REC
is higher, the miss diagnosis rate can be considered as very low,
and we have got a noticeable higher F2. We have also secured a
competitive pixel ACC, which justifies that our PA can well classify
the polyp pixels.

4 CONCLUSION AND FUTUREWORK
In this study, we have proposed an approach for polyp segmenta-
tion by a deep adversarial learning technique. Our experimental
results on the test dataset justify the effectiveness of our proposed
technique. However, there were few polyp frames where polyps
were imperceptible due to low lighting conditions, so in such cases,
our algorithm fails to segment the polyp region. We believe that
a much stronger GAN with an effective optimization technique
can be specifically designed for the medical image segmentation
task. Our work’s future direction would be to implement an effec-
tive GAN and to evaluate our method on datasets of other medical
image modalities to justify our method’s robustness.
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